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Preface

It is hard to underestimate the profound impact satellite navigation, like Global
Positioning System (GPS), has had on the world. With such usefulness and
ubiquity comes the emergence of bad actors, using cheap jammers and mislead-
ing signals. That in turn requires methods that provide security.

This book has sprung from our efforts in protecting and validating sat-
ellite navigation, mainly through the use of cryptography. We have worked
together on this problem since the late 1990s, while working more generally on
security problems since the 1980s. Our greatest hope is that this book helps the
reader understand the difficult and unique problems that come with securing
satellite navigation. And perhaps helps inspire the next generation of mathema-
ticians and engineers working to secure these precious systems.
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Introduction

Our goal is to show how cryptography could, is, and should be used to achieve
assurance for satellite-based positioning, navigation, and timing (PNT), which
we denote as satnav. This introduction gives a foundational overview of the cen-
tral concepts in assured navigation and their associated history in preparation
for subsequent deeper explorations of the supporting topics.

1.1 What Is This Book About?

Most personal electronic devices give position and time automatically, and from
that, navigation easily follows. In practice, satnav systems like a Global Naviga-
tion Satellite System (GNSS), infrastructure such as the Global Positioning Sys-
tem (GPS), or a Regional Navigation Satellite System (RNSS) set of satellites
such as the Quasi-Zenith Satellite System (QZSS) contribute to that position,
navigation, and timing data.! As with any other kind of information service, the
assumption is that this information is true—that one can believe the position
and time are what we are given. That belief is our informal definition of PNT
assurance: the degree to which a user can trust that PNT is accurate. This no-
tion is formalized later.

Assurance, in general, is achieved by putting protections in place to miti-
gate anything that would cause the information to deviate from truth. In cyber-
security, the whole subject of system security engineering exists there to develop
methods to provide assurance. Adapting that thinking to the PNT world has
been considered, as discussed later in this chapter, but delving into those broad
areas is beyond our scope.?
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Instead, we focus on one aspect of security engineering: cryptography,
which is a large class of protection methods applied to digital information.
Cryptographic methods have been applied to satnav even though much of the
information being protected is not traditional digital information. These non-
typical uses of cryptography for satnav are often challenging for users, who may
not be familiar with cryptography. Our goal is to alleviate that challenge, bring-
ing us to this book’s mission, which is:

Present the how and why of cryptographic methods and show where they
are and can be applied to assure satnav.

As a corollary, the authors have spent the last decades working in the
intersection of these two fields. Our biggest hope is that our experience will
educate and motivate our reader.

1.2 Who Is This Book For?

Any book that tries to blend together two technical and almost nonoverlap-
ping areas has the challenge of establishing its audience. As we mentioned, the
use of cryptography in satnav is often obscure to navigation professionals, who
may lack in-depth knowledge in cryptography, and thus those individuals are
a prime target for this book. Our discussion of cryptography, arguably brief
when compared to the numerous, excellent books devoted specifically to that
topic, will hopefully suffice as a gentle reference and reminder as new methods
are developed.

At the same time, we also have a separate target audience and one perhaps
more challenging to please. We have observed that explaining the need for cryp-
tographic methods in navigation to a cryptography professional is challenging,
largely because the information that is being protected, namely the navigation
signals broadcast from a satellite, are not the traditional focus of cryptography.
For example, how would one digitally sign a radio frequency (RF) signal? Thus,
this book addresses where assurance methods are needed in navigation, and
how cryptography can be applied. Accomplishing that requires that we offer a
description of satnav that is enough to show where the cryptographic methods
are applied, but not too much to overwhelm those who are not navigation en-
gineers by training.

In summary, our intended reader is interested in the union of these two
questions:

* For the navigation engineer, what are cryptographic methods and how
are they used in satnav?
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e For the cryptographer, what are the needs of satnav for cryptography?

This intent then begs the question: what are the expectations on the read-
er? We do not assume any in-depth familiarity with the two broad areas. In gen-
eral, we do assume some level of technical sophistication, say at the undergradu-
ate level. We present equations and algorithms with some details with no more
than a reminder of the necessary background. There is some math, but again
nothing more than at the undergraduate level (although perhaps not necessar-
ily included in the reader’s particular undergraduate math classes). The chapter
end notes offer more details not germane to the main topic of the chapters.

More specifically, for the navigation engineer, the discussion of satnav
should be a refresher with almost surely the occasional “Why was that empha-
sized?” or “Why was that omitted?” Even so, some of the navigation topics may
be somewhat new, such as the variety of GNSS signals and how navigation
messaging is done. For those familiar with cryptography, our cryptographic
discussion will also be a recap, although we are sure there will be new topics. In
particular, the material in the appendix on quantum technologies may be new
to many readers. For the general security engineer or cybersecurity specialist, we
expect that the application of common concepts will be novel when considered
for satellite navigation.

To summarize, our expectations for the reader is that they are curious
about these subjects and willing to see interconnections between them.

1.3 What Do We Mean by Assurance?

There are many ways that assurance can be defined. Consider this definition for
assurance from the National Institute of Standards and Technology (NIST) [1]:

The justified confidence that the system functions as intended and is free of
exploitable vulnerabilities, either intentionally or unintentionally designed
or inserted as part of the system at any time during the life cycle.

In more informal terms, assurance is confidence (belief, trust) that we
achieve the behavior that we expect, whether it is in data, communications, net-
works, or even PNT. We achieve assurance by preparing for possible exploita-
tions and adapting protections against them. Terms that describe assurance are
as numerous as ways to define assurance. For example, additional terms include
security, robustness, resilience, and integrity. We necessarily establish our own
vernacular for the book, much of which is presented in this chapter, and we
will translate other concepts/terms as needed. For example, we say something is
secure or robust if it is well-protected from an exploit. That is, it can withstand
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an attack. Going further, we say that something is resi/ient if it can bounce back
or recover from an attack.

These two concepts usually require different protection methods. For
example, personal identification measures can ensure that a credit card is pro-
tected from fraudulent use. The ability to quickly cancel a credit card and issue
a new one is a way to ensure recovery when those protection methods fail.

A high level of PNT assurance means that a user has high confidence
that their PNT solution is accurate, whether in the face of adversaries or in
the presence of other faults. It is related to being robust against faults, which
we define as maintaining expected behavior in the face of natural phenomena.
The two concepts are related, for example, random interference to an RF sig-
nal will often be indistinguishable from adversarial produced interference (i.e.,
jamming). But the two concepts require different solutions, as we elaborate
throughout this book. The difference between adversarial concerns and faults
also shows how even as simple a word as “protection” can be overworked, (i.e.,
we say “an umbrella protects me from the rain” even though the rain is not an
actual attack).

Defining assurance in terms of confidence in the face of adversaries re-
quires defining specific goals that we want to maintain in their presence. The
rest of this section defines those goals. The assurance goals defined for cyber-
security security purposes are as a rule denoted by the triad of confidentiality,
integrity, and availability (CIA) [1], although we call out other goals as needed.
These concepts are important in that specific cryptographic methods are de-
signed to achieve certain goals. Furthermore, as we define the navigation signals
that we want to protect, defining “protection” means defining confidentiality,
integrity, and availability.

1.3.1 Confidentiality

Confidentiality means keeping information private and revealing it only to
someone who is authorized to have the information. Confidentiality is often
nuanced in that perhaps only certain information need be kept private. For
example, email messages may have the message body encrypted, but the list of
recipients is left open, usually necessarily by the mail protocols. Deciding what
data needs to be confidential leads to examining the consequence if the data is
exposed. Such considerations suggest various solutions, such as segregating data
based on its importance and protection methods.

Related to the notion of confidentiality is that of exclusivity. Here the
desire is not so much that the information is private but that it cannot be used
except by an authorized user; of course, information that is private is also ex-
clusive. An example of exclusive information is a process that generates random
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numbers in an unpredictable manner, such as is found in some authentication
devices. The actual numbers are not confidential once they are generated, but
the process is such that only the authorized user will have access to these num-
bers at that time.

1.3.2 Integrity

Information integrity means that the information is not modified. That is, the
user can be assured that the information is in the state it should be. Integrity
is often achieved by various protections from errors, such as parity checks and
error correcting codes. Such methods give assurance that the data remains in-
tact. In fact, the concept of integrity often is used purely to mean that the
information can perform its desired function (e.g., that the system is operating
error-free). However, as we see later, such methods don't protect against some
threats, and thus additional methods are needed. These observations lead to an
important point:

The Many Meanings of Integrity
Integrity as a concept applies both to freedom from faults and resistant to certain
threats.

1.3.3 Availability

The third item of the CIA triad is availability, which is the concept that infor-
mation is usable when desired. While perhaps the most fundamental of security
goals—what use is information if it is not available—it is also one of the hard-
est to achieve. Attacks against availability are often called denial of service, and
such attacks can take the form of cutting a wire, flooding a network, jamming
a signal, timing out an access, and so on.

The concept of continuity is related to availability: it is availability desired
for a span of time. Many services, such as networks, communication, and PNT
desire not only that the service be available at some instance, but that the ser-
vice is available at every instance. Denial of service attacks apply here perhaps
more so, since intermittent denial of service can defeat the expected continuity
goal—reliable service—even if the service is available on occasion.

1.3.4 Authentication and Identity

Information is generated by some source. The goal of authentication and iden-
tity are the desire to assure that the source is correct and can be verified. These
concepts are related to integrity: if the source was modified/changed/spoofed
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then the information has been modified. That said, we feel it is important to
highlight authentication/identity separately, since, for example, someone cap-
turing information and resending it has violated authentication even if the in-
formation itself has not been modified.

135 Nonrepudiation

Nonrepudiation is the goal of the source not being able to deny or repudiate
that it is the source of the information. A common example in the financial
world are checks, and the desire that someone who has signed a check cannot
later repudiate that check and claim they did not sign it. Nonrepudiation is
related to how much trust there is in the entities. Almost by definition, if we
trust the source of the information, then we do not worry about repudiation.

1.4 What Do We Mean by PNT Assurance?

The focus of this book is on cryptographic methods to achieve assurance for
satnav. That focus requires first defining assurance for PN'T; our focus on sat-
nav is expanded more in Chapter 2. As with the general concept of assurance
in the previous section, PNT assurance is all a matter of applying security goals
to achieving PNT. Before recapping the various goals and how they manifest
for PNT, we first need to discuss terminology, which requires reviewing some
history.

1.41 Assurance, Integrity, and All That
The story begins with the concept of PNT integrity. The idea is that if the

satnav system can bound system errors due to faults and other random events,
then we can predict PNT performance such as accuracy and availability. This
binding is part of the various satnav system requirements. GPS, as an example,
specifies specific system bounds [2]. The word integrity here is used in the sense
of general system integrity; that is, that the system functions as it should and
not strictly as in “information integrity.”

However, before long the notion of integrity also began to be synonymous
with a more general sense of security or assurance. A thorough discussion can be
found in [3]. See also the products by the Department of Homeland Security
(DHS) [4]. Our take is that in a book about cryptography, it will get confus-
ing to use the word integrity in a manner separate from that given in the last
section. That is, we want to use “integrity” to represent the CIA triad, where
integrity is the “I.” Thus we stress and repeat:
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Avoiding PNT Integrity
While PNT integrity is often used to denote what we call PNT assurance, we
restrict use of integrity to the usual cybersecurity meaning.

In other words, since assurance is defined by achieving the various secu-
rity goals, PNT assurance is defined to be the same, only when the goals are
specifically applied to PNT. We offer some specifics here; more details are given
throughout the book.

1.42 Confidentiality

Confidentiality applies to satnav in a few ways. There may be enterprise infor-
mation that needs to be kept hidden, such as in the use of private services. Such
services often create features in signals that they themselves should be private,
at least until the signal is broadcast.

1.4.3 Integrity

Integrity applies both to the enterprise that provides PNT and to the signals
produced. For the enterprise, the system in a very broad sense should be re-
sistant to modification; a satellite should be inviolate to being changed in an
unauthorized manner. For signals, integrity means the signals have content and
perform the way they are supposed to. Indeed, this was the motivation behind
PNT integrity; the satellite, and consequently its signals, should behave as they
are supposed to.

1.4.4 Availability

Satnav systems are meant to be literally ubiquitous and available at any time.
That goal applies here. Indeed, the GPS Program Office used to have as its
motto “Any time, any place, right time, right place.” Note there are many ways
availability can fail: jammed signals, satellite failures, and the like. Another fac-
tor that affects availability is the system design itself.

1.45 Continuity

Similar to availability, continuity applies to a satnav system in terms of its reli-
ability: How long does the system stay up for usage? Continuity has the same
kinds of threats and faults as availability.

1.4.6 Authentication and Identity

Information generated by the satnav system should be authenticated to assure
that it came from the system and not someone else. This goal means authen-
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ticating the information and establishing the identity of the system. The most
common attacks on authentication are false signals.

1.4.7 Nonrepudiation

Nonrepudiation is usually not a common goal for PNT assurance mainly be-
cause we often have full trust in the satnav system, and so it would be unlikely
that the system would repudiate information that it sent (i.e., attesting that it
did not send that signal). That said, as the world moves more and more to using
different entities and systems, methods that prevent repudiation will arise, often
as a natural consequence of methods used to establish identity.

1.5 What Is Cryptography, and How Can It Help?

There are many ways to achieve the assurance goals for information. For ex-
ample, confidentiality can be achieved by limiting access to the information to
just a few, or limiting exposure, such as locking in a safe or changing the infor-
mation often. However, those types of solutions end up being specific to the ap-
plication. It is natural instead to devise methods that can be applied universally
to achieve the goals. Developing those methods is the subject of cryptography.

Cryptography means “hidden writing,” the science of creating procedures
that hide information. That usage dates back millennia. For example, Julius
Caesar used a cipher to obscure his dispatches. Creating ciphers for that pur-
pose are the most common examples of cryptography, but cryptography can be
used to achieve other goals besides confidentiality. Cryptography can ensure
integrity, can establish identity, and can prevent repudiation. Cryptography can
even help prevent some denial-of-service attacks.

Part II of this book presents a brief, broad view of cryptography with sepa-
rate discussions on the three main categories: ciphering, hashing, and public
key methods. Figure 1.1 shows this taxonomy along with the various goals that
are achieved. Symmetric cryptography concerns ciphering, which the tradition-
al use of cryptography concerned with algorithms used to hide information.
Even so, such algorithms can be used to provide other goals, such as integrity
via message authentication codes. Hashing concerns algorithms that give se-
cure fingerprints or digests of information. They allow one to fully believe that
information has not been modified and can be used with or without shared
information like keys. Finally, asymmetric cryptography or public key methods
are algorithms that can achieve the goals of the previous two categories, but
not requiring that some privately held information be shared ahead of time. As
such, they can be used for ciphering or signatures. They can also be used for key
exchange, which is an enabler for the first two categories.
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Symmetric Cryptography Hashing Asymmetric Cryptography
Blockand StreamCiphers Hashes Public Key Ciphers
Message AuthenticationCodes Keyed Hashes Digital Signatures
PseudorandomSequences Hash Chains Key Exchange Methods

Figure 1.1 A cryptography taxonomy.

There are many good sources for cryptography.> Our necessarily broad
view wants to give enough background to motivate and describe those tech-
niques for satnav. Unfortunately, such descriptions also need to be abridged
with regard to the technical details. (Unfortunate because such an abridgment
is painful to us as mathematically trained authors.) Again, the cited sources are
useful if the reader desires more technical details.

1.6 How Is This Book Organized?

Applying cryptography to satellite navigation requires covering both topics first
in general before the specifics. This book thus is divided into three parts, as
shown in Figure 1.2. Part I consists of this introduction and Chapter 2, which
describes the main components to satnav with a focus on navigation signals.
Part IT comprises the full range of cryptography needed for this book;
four chapters that cover cryptographic algorithms and protocols. Chapter 3
describes the goals, algorithms, and associated methods using symmetric or
shared-key ciphers. Chapter 4 discusses hashing, which are methods that yield
digital fingerprints: a small distillation of data that can ensure integrity. Chap-
ter 5 describes asymmetric cryptography, which differs from symmetric in that

Partl Partll Partlll
Introduction Cryptography Applicationto SatNav
Chap1 Intro Chap3 Symmetric Chap7 Overview
Chap2 SatNav Chap4 Hashing Chap8 NMA
Chap5 Asymmetric Chap9 Spreading
Chap6 Protocols Chap10 Hybrid

Chap 11 Wayforward
Appendix: QuantumTechnologies

Figure 1.2 A map of this book.
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entities do not share the same cryptographic material; asymmetric cryptography
enables encryption to just a single party, digital signatures, and methods to cre-
ate a shared key. Finally, Part II closes with Chapter 6, which defines general
protocols that stitch cryptographic algorithms together.

The final Part IIT covers the applications of cryptography to satnav di-
vided by the focus area of the methods. Chapter 7 extends the discussion of pro-
tocols to applications in the satnav system in general before we segue to the fo-
cus on satnav signals. Chapter 8 describes Navigation Message Authentication
(NMA), which are methods to protect data in a satnav signal. Chapter 9 looks
at methods to protect the timing in a satnav signal by considering methods ap-
plied to the signal spreading codes. Chapter 10 combines these two approaches
to hybrid approaches such as the Chips Message Robust Authentication (Chi-
mera) protocol. We finish the book in Chapter 11 with some miscellaneous
topics and a summary of the most important takeaways.

An appendix gives a very brief overview of quantum technologies and
their impact on cryptography.

End Notes

1. For example, most people likely get their time information through the cellular phone
system, which begs the question: where does that system get its time? GPS provides that
time, which is in turn furnished by the U.S. Naval Observatory working with interna-
tional standards.

2. For example, we do not touch on risk management, such as in the Risk Management
Framework [5]. Issues such as policy and legal aspects are also not discussed. Finally,
emerging standards (at the time of this writing) such as Institute of Electrical and Elec-
tronics Engineers (IEEE) P1952 [6] for a resilient PNT platform are relevant in that
the methods in this book fit into creating such a platform, but the standard itself is not
discussed.

3.  These are cryptography references we find helpful:

* [7] Gives cryptography from the perspective and fundamental problems being solved;

* [8] While predating such modern algorithms as AES, this book offers an excellent over-
view of the underlying mathematics and reasoning behind cryptography;

* [9] A thorough presentation of all of cryptography;
* [10] Another good textbook on cryptography;

* [11] Focuses on the application of the cryptographic algorithms, although predates some
modern algorithms;

* [12] A more popular introduction to the history of cryptography.
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Overview of Satellite Navigation

This book focuses on using cryptographic methods to secure satellite naviga-
tion. This chapter lays a foundation for space-based PNT, which, as noted pre-
viously, is also referred to as satnav, as it exists at the time of this writing. We
introduce the various aspects of a satnav enterprise, with special emphasis on
the features of the navigation signals. In Part III of the book, we will show how
the various cryptographic algorithms and protocols defined in the next several
chapters can be used to provide protection.

The purpose of the satnav enterprise ultimately is to enable navigation
signals for the users. As such, this chapter begins with a brief discussion of how
navigation signals enable PNT. A satnav system essentially is a ranging system,
analogous to a bistatic radar system, with the added trait that the signals provide
data to facilitate the PNT calculation from the range estimates, which makes
the signals self-contained.

Maintaining navigation signals of sufficient quality is the goal of the sat-
nav enterprise. This enterprise comprises three main areas. First is the space
segment, which consists of the transmitting satellites. Second is the ground
segment, which we further divide into two separate parts: the control segment,
which provides control and scheduling of the satellites, and the mission segment,
which is responsible for tracking the satellites. Finally, the wuser segment repre-
sents the PNT receivers. We follow the enterprise discussion with examples of
various constellations and some details about orbits.

We then focus on this book’s main area of interest: navigation signals. Two
main features of the signals are highlighted. The first feature is the range mea-
surements computed from the signal, which involves the carrier and modula-
tion of the radio frequency signal. Processing the signal yields correlation mea-
surements, which depend on the physical layer of the signal. The second feature

15
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is the data messages that reside on the signal, which provides information about
the satellite’s health and location. We highlight security goals throughout the
discussion using terminology from Chapter 1. Discussion on threats to these
security goals is found in Chapter 7.

We develop concepts briefly and as needed. There are many more thor-
ough references for this chapter, such as [1-6].

2.1 Navigation Signals from Space

Satnav is all about enabling navigation signals, which are used for ranging. Fig-
ure 2.1 shows the satnav enterprise and a very high-level view of signals being
broadcast from transmitting satellites to receivers; the enterprise is defined in
Section 2.2. A signal consists of two parts. The first part is the aspects of the sig-
nal that enable ranging measurements: the carrier, the modulation, and spread-
ing codes. The second part is data modulated onto the signal. The data tells the
receiver where the transmitter was at the time the signal was emitted; that is,
how to interpret the information in the first part. The receiver will use these
two parts to determine their position, time, and perhaps other facts, such as,
velocity or ionospheric properties. There are important variations, such as pilot
signals that do not have data, in which case they borrow the data from other
parts of the signal. Augmentation signals may have data but no ranging infor-
mation. But in general, we consider a navigation signal having these two parts.

Satnav systems are ranging systems; the satellites are radio beacons that
are used to determine the receiver’s PNT from range measurements, as seen
in Figure 2.1. The architecture of the ranging signal is a primary: the receiver
must be able to obtain the range measurements through its processing. These
ranging measurements are not useful unless they can be used to derive PNT
information. That derivation requires data—specifically, the location and time

Transmitter
Space Segment
Receiver
Ground Segment User Segment
Mission N Control

’

2

Figure 21 A navigation signals and the satnav enterprise.
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of transmission. The threats against the two features of the signal are different,
as are their protection methods.!

Ultimately, it does not matter where the relevant data is collected, only
that it is correct. We emphasize the data aspects of the signal because satnav
systems try to be self-contained even if there are other avenues for obtaining
the data. Contrast that with the ranging measurement, which can only be taken
between the transmitter and the receiver. For reasons that will be explained
shortly, the ranging measurements will be referred to as pseudorange measure-
ments (see Sections 2.1 and 2.2.2).

Satnav covers all space-based systems: global, augmentation, and regional.

* A GNSS refers to global coverage systems and solely regional or aug-
mentation systems. Examples include GPS, Galileo, Global Navigation

Satellite System (GLONASS), and Beidou.

* A space-based augmentation system (SBAS) refers to a system that is de-
signed to augment a regional or global PNT system. An example is the
Wide Area Augmentation System (WAAS) or the European Geostationary
Navigation Overlay Service (EGNOS).

* There are satnav systems that are stand-alone regional systems. We
call these regional satnav services if we need to distinguish them from
GNSS systems. Examples include Japan’s QZSS, India’s Navigation with
Indian Constellation (NavIC) and Korea’s Korea Augmentation Satellite
System (KASS). The Beidou system is a GNSS that also has a regional

augmentation.

The fundamental principle, similar to radar, is that the flight time of a
radio signal can be used to determine distance. This works because the speed
of propagation is known (c = 2.998 X 108 meters/second). If a signal is emit-
ted from the known satellite position S at the start second time #*and arrives at
unknown position P at final time #/ then the distance is:

d(S.P)=c(t/ -1") (2.1)

here the distance function is:

2

Ad(S,P)= \/(X ~XY (Y -y Y +(z - 27)

where S = [X, V3, Z]7 and likewise P = [X?,Y?,77]7.
Since § is known, then (2.1) is an equation in three unknowns, . An
immediate problem is in the right-hand side of (2.1), namely the presumed



18 Cryptography and Satellite Navigation

time synchronization between the transmitter and the receiver. One part of this
problem is easily solved because the nature of the ranging portion of the signal
embeds the time as part of the signal.

A second part of this problem that needs to be considered is that the
clocks of the transmitters and the receiver are not synchronized. The unknown
time difference between the transmitters and receiver is modeled.

We now have an equation in four unknowns—three for the position, P,
and one for the time bias, b. For these unknowns to be unambiguously solved,
we would need four such measurements, ifall the transmitter times are synchro-
nized. This synchronization is one of the jobs of the satnav mission segment. It
is important to note that since the mission segment coordinates the clocks on
the space vehicles, including information in the navigation message, and the
user is using the same receiver clock in all measurements, then there is only one
clock bias for all measurements in each piece of user equipment.? This observa-
tion yields four range equations:

\/(X;—XP)2+(K’—Y”)2+(Z;—1'P)2=c(tf—tj+b) i=1,2,3,4 (2.2)

These equations are nonlinear but well-behaved. If there are more than
four measurements, then the solution is overdetermined; however, there are er-
ror terms from various sources, so additional measurements increase accuracy.
The system of (2.2) can be solved in an iterative fashion, for examples, by the
Newton-Raphson algorithm or steepest descent algorithm [1, 2, 6].

One simplification in the above discussion is that the speed of light is
constant. Radio waves are refracted in the ionosphere and much less in the
troposphere. Fortunately, the degree of refraction is frequency-dependent, and
thus, measurements at two radio frequencies will allow the elimination of this
error. The governing variable is the total electron content of the ionosphere. In
the troposphere, the main thing is moisture content along the path. These types
of errors affect the measurements and resulting equations.

It is also worth noting that the positions, §;, in (2.2) have to be deter-
mined very accurately. For satellites, this accuracy means dealing with orbital
mechanics, discussed in Section 2.4. Information about the orbits is broadcast
as data; the need for the system’s data will compete directly with the need to
determine the pseudoranges. This is a fundamental tension in the design of
satnav systems.

As mentioned, the system data does not have to come from the source
S; it just needs to be accurate. For example, under normal circumstances, cell
phones get data about the sources, §;, from a cell tower; this method is faster
than getting the data from the satnav signal [7]. Such methods of data collec-
tion are known as “out-of-band” (OOB). Looking ahead, securing OOB data is
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much easier than securing in-band data, (i.e., through the signal S). See Chap-
ter 8, particularly Section 8.3.3, for OOB security approaches.

The seemingly straightforward equations in this section demonstrate the
purpose of satnav. This purpose leads to the general principle of security goals
for satnav:

Fundamental Satnav Security Goal
The information in the range measurement has integrity; it comes from the true
source at the proper time.

Attaining that purpose requires the interaction of several different seg-
ments of the satnav enterprise, which we present next.

2.2 The Segments of Satnav Systems

There are four segments of a satnav system: space, control, mission, and user,
as shown in Figure 2.1. As previously mentioned, it is common to group the
mission and the control together as the ground segment. Figure 2.1 indicates the
signal in space, which is the raison d’étre for a satnav system. We discuss the
PNT signals in more depth in the following sections.

221 Space Segment

The space segment is the collection of spacecraft responsible for emitting the
signals used for pseudoranges by the receiver. The payload portion of the space
vehicle is the most pertinent for our purposes. The components of a payload
are:

* The antenna system
* The radio frequency subsystem, which comprises
* Waveform generation, including the carrier signal and signal com-
bining methods, which allow for multiple signals to be broadcast;
* Upconversion to the carrier frequency, which is usually at L-band;
 Amplification, which often uses nonlinear amplifiers to improve the
efficiency of power amplifiers.
* Filtering to fix the effects of the nonlinear amplifiers; see the Interna-
tional Telecommunication Union (ITU) agreements [8].
* Timing subsystem, what is usually atomic clocks, including clock steer-
ing algorithms.

* Baseband processing, which consists of
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* Spreading code generation;
* Data message generation An example payload is shown in Figure 2.2.

Security Goals for Space Segment

As with any system, a satellite should have the requisite cybersecurity to ensure
it has integrity and that only authorized parties can make any modifications. Its
output transmissions should match what is expected. That is, the codes, data, and
timing should be correct.

222 User Segment

The user segment is the collection of individual radio receivers (i.e., the collec-
tive of the wuser equipment (UE)) that calculates the pseudoranges and provide
the actual user with the position and timing information. This segment is also
responsible for integration with mapping functions to provide the user with
navigation information.

The user segment is an interesting contrast to the other segments, main-
ly because UEs often have severe constraints on size-weight-power and cost.
For example, the UE is often a component of consumer items that run on re-
chargeable batteries. Unit cost in the tens of dollars is considered prohibitive in
some applications, and the power consumption of the UE systems is a serious
consideration [10]. Comparatively, the space segment and control segment are
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Figure 2.2 A high-level payload diagram modeled after QZSS [9].
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resource-rich. However, as we can see, there are still some notable constraints on
each segment. Space, after all, is an unforgiving environment. Constraints, both
on the user and space vehicle, will affect the possible cryptographic solutions.

The functional layout is given in Figure 2.3. The amount of digitization
varies; many current devices have a significant analog component due to cost
and energy consumption considerations. Some items from the figure:
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Figure 2.3 Block diagram of a satnav UE.
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* The radio frequency signal is converted to either baseband or an inter-
mediate frequency in a process variously called mixing, downconversion,
or superheterodyning using a local oscillator near the carrier frequency.

* When downconverting, the difference is retained (via filtering).
* Carrier tracking follows to track the phase of the signal.

* Code tracking uses the replica of the spreading codes to allow for data
demodulation.

* The resulting pseudorange measurements are passed on to generate the
PNT solution.

Security Goals for User Segment

The UE should have the requisite cybersecurity to protect its functions, specifically
the PNT computation and protection of any information stored that should be
protected. Any data stored should be known to be correct.

223 Mission Segment

The mission segment computes the orbital information for use by receivers and
disciplines and synchronizes the clocks on the space segment. A list of its func-
tionality includes the following:

Sensor network: This network of sensors allows calibration of the various
components of the system, especially the orbital and clock information
for each space vehicle. Data from the sensor network is combined with
extensive models, such as detailed gravity models, solar radiation pressure
models, ephemeris data, and space vehicle health issues such as solar panel
degradation.

Filtering: The actual calibration process that computes orbits and orbital
predictions, clock corrections, and other important parameters such as
time reference (e.g., the relationship to Universal Coordinated Time).

Database: The mission segment populates a database of values needed by
receivers to compute the pseudorange accurately. This database includes
many parameters that the system operators need to maintain the system’s
correct operations. Data includes orbital predictions, some of which end
up as almanac, which is long-term but less accurate information about the
space-segment orbits, and ephemeris, which is shorter-term information,
more accurate orbital data. Also, satellite clock behaviors, including infor-
mation that will be packaged into the navigation message, as well as in-
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ternal performance data needed by the operators to help anticipate when
they might want to move to a redundant atomic clock on a space vehicle.

The mission segment consists of sensors and processing of the sensed
data. The sensor network needs to be geometrically dispersed over the coverage
area to allow proper calibration of the system (see Figure 2.4). So for a local
augmentation like the QZSS, it will be local to the service area, and for a global
system like GPS or Galileo, it will be a global network of sensors.

In general, the mission segment contains a predictive model for the orbits,
as the position of each space vehicle, coordinated with the time of transmission
of the ranging signals are critical. The heart of this is a Kalman filter, a recur-
sive least-squares estimator applied to the orbits. The Kalman filters contain
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Figure 24 The location of various components of the GPS mission and control segments.
CS: control segment, GA: ground antenna (dedicated telemetry, tracking, and control), MS:
monitoring station, SCN: satellite control network (shared telemetry, tracking, and control),
TC: time control.



24 Cryptography and Satellite Navigation

detailed spacecraft models, including solar pressure models, and extensive grav-
ity models. Kalman filters come up a lot in navigation problems, general refer-
ences are [11-13], and an interesting paper estimating the GPS system can be

found in [14].

Security Goals for Mission Segment

The security goals for the mission segment are similar to the space segment and
consist of the cyber goals needed to protect the assets in the segment. In addition,
access to information needed to monitor the satellites is required.

224 Control Segment

The control segment controls space vehicles and is responsible for flying the
constellation. It uses the information from the mission control that measures
where the vehicles are, but it is also responsible for controlling the day-to-day
operations, specifically:

Control Network: The telemetry, tracking, and control (TT&C) func-
tions. These functions are how data is uploaded to space vehicles for the
navigation messages, as well as all the housekeeping functions that keep
the space vehicle healthy.

Scheduling: A satnav system, especially a GNSS system with a score or
more of space vehicles, has substantial scheduling needs, given that user
performance is related to the frequency with which orbital elements are
updated. One need often goes by the age of data (AoD) issue. All other
things being equal, the more often the ephemeris is updated, the more
accurate it will be (i.e., less extrapolation is better).

Engineering: Technical assessments of the space vehicle performance, in-
cluding bus status such as power, thermal, and mission-related issues,
which more or less depend on how the system is structured.

Database: This database is related to the mission database and possibly
part of the same structure. For the control segment, the emphasis is on the
administrative and engineering data needed to fly the space vehicles and
the data to be uploaded as navigation data. It also contains information
needed to perform scheduling operations, especially in systems that are
not in constant contact with all of the space vehicles (e.g., GPS).

There are many nonpayload-related systems on space vehicles, such as
propulsion, power, dynamics and controls, and thermal that require monitor-
ing and care [15-17]. The control segment takes information from the space
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vehicles and determines functions such as vehicle health and makes decisions
about which actions are needed on the space vehicle.

Most critically, for our applications, it also takes information from the
mission segment, and uploads the data for use in the navigation messages placed
on the ranging signal. The frequency of uploads is one factor in the fidelity of
navigation data, such as orbital predictions (the AoD).

Security Goals for Control Segment

The security goals for the control segment are similar to the space segment
and consist of the cyber goals needed to protect the assets in the segment. In
addition, the control channels to the satellite need to be protected for integrity
and confidentiality.

2.3 Descriptions of Orbits

The fundamental characteristic of a satellite system are its orbits of the satellites
or space vehicles (SVs); accurate information about orbits and thus satellite
positions are crucial to determining PNT. Simple physics, as divined and then
derived by Issac Newton, says that the orbit is determined by position, veloc-
ity, and time: seven parameters [18]. Classical orbital elements, the Keplerian
description, also has six elements and time.?

Information on orbits can be found in [18], and particular information
on each constellation is found in their interface specifications (ISs); for exam-
ple, IS-GPS-200N [19] for GPS.

The position-velocity description is called the state or state vector descrip-
tion, and this is what is used for numerical orbit propagation. Another approach
called classical or Keplerian is taken from the analysis of Tycho Brahe’s data by
Johannes Kepler, which showed that orbits are ellipses. Thus, the description is
that of an ellipse. The simple description of an ellipse in the plane is

and in the general setting, it is important to describe the plane that the ellipse is
in with respect to the earth’s equatorial plane. The last aspect is, at a given time,
where the satellite is on the ellipse.

The Keplerian parameters are as follows (Figure 2.5):
* Shape

1. Scale: Semimajor axis, 4, of the ellipse.
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Figure 25 Classical orbital definitions.

2. Elongation: Eccentricity (¢) is a measure of the elongation of the ellipse
from a circle (which has ¢ = 0), and all ellipses satisfy 0 < ¢ < 1. The

. - 6’ . _LTh
calculation of the eccentricity ¢ = ,|1—— or alternatively ¢ = .
a

r,+r
¢ The Orbital Plane

)
1. Inclination (i): The tilt of the orbital plane with respect to the equato-
rial plane, measured at the ascending node.

2. Longitude of the ascending node (€2). The rotation of common line in
the orbital plane, and the earth equatorial plane, called the /ine of nodes,
measured from the the direction of the constellation vernal equinox
(Aries).

* Orientation of the ellipse in the orbital plane, the argument of periapsis (i.e.,
how far the semi-major axis is rotated from the longitude of the ascending

node).
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* True anomaly @ (alternately, mean anomaly), where the satellite is on the
ellipse, measured from the ascending node.

To solve for the position of the user, there need to be at least four satellites
in view of the user, and the geometry of the viewing needs to be adequate to
solve (2.2). As we have seen, the unknowns are the receiver’s position and the
offset to the GNSS system’s clock. The name given to the geometric component
of the solution is dilution of precision (DOP) measured by the trace of the
covariance matrix in solving (2.2). The job of the constellation designer is to
choose orbits that achieve good DOP for all users at all times.

Augmentation systems are similar, but they work in conjunction with one
or more primary systems, and their orbits are designed to meet system-specific
objectives. For instance, the U.S.-based WAAS provides navigation messages to
receivers and the data is updated very quickly, with alerts within a few seconds.
The WAAS system is not designed for ranging, but to update the parameters
used in calculating a GPS solution to be very accurate.

In contrast, QZSS is designed to overcome issues with urban canyons
in Japan and improve navigation and timing accuracy in Asia-Oceania. These
satellites broadcast signals that are designed for ranging; they are, in fact, on the
same frequencies and use the same code families as GPS. One of the orbits used,
the quasi-zenith orbit (inclined geostationary orbit), spends about 16 hours
of its 24-hour orbit at 20 degrees above the horizon in most of Japan. This
is achieved by tilting the geosynchronous orbit inclination and making it ec-
centric* while retaining the geosynchronous aspect, which is not geostationary.

One constellation description that GPS initially used and is used by Gali-
leo, GLONASS, and BeiDou, is the Walker constellation [20], see Figure 2.6.

24 Specific Constellations

We summarize a few of the specific details needed for satnav considered in this
book in Table 2.1. The Galileo, GPS, GLONASS and a part of the BeiDou
systems have many similarities. They are medium earth orbit (MEO) constella-
tions, (e.g., orbits that are about 1/2 a day); they are significantly inclined from
equatorial in the vicinity of 55° and they contain between 24 and 32 space
vehicles.

25 Satnav Signals

We noted previously that the origin of satnav is in bistatic radar systems; as
such, the structure of the signal is paramount. A satnav signal is composed of
three layers, which can be differentiated by frequency:
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Figure 26 A typical Walker constellation denoted by i:/t/p/f, where i is the inclination, t = #
SVs, p = # planes, and f = relative phasing between planes. Depicted is a 56:27/3/1(Galileo)
(From: [21].)

Table 2.1
General Parameters

Name Orbits Altitude Inclination  Typical = SVs
GPS Modified walker (24/6/2) 20,180 55° 30 (one spare per plane)
GLONASS  Walker (24/3/1) 19,100 54.8° 24
Galileo Walker (34/3/1) 23,220 56° 30 (two spares per plane)
Beidou Walker (24/3/1), 21,528 55° 24

IGSO 3 at (118E) 35,786 b5° 3

GEO at 80E, 110.5E, 140E 35,786 0° 3

After: [22].
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* The carrier, which is typically in the 1-2 GHz range;
* The code and modulation layer, which is typically 1 to 20 MHz;

* The data layer is typically in the low hundred Hz to occasionally a few
KHz.

See the notional schematic in Figure 2.7. The cryptographic methods that
we will show in this book apply to the code and data layers.

The carrier is the center frequency of the transmitted signal. Note that
each source will arrive at the user equipment at a slightly different frequency
due to the Doppler effect of the spacecraft’s relative motion to the UE. The
code layer contains the timing information and keeps the different sources sepa-
rated in the receiver. The data signal contains the information needed to deter-
mine the position of the space vehicle and other data useful in interpreting the
ranging solution (see Section 2.7).

The carrier and bandwidth of a satnav system (signal) are determined by
treaty under the International Telegraphy Union [23]. The preference for L-
band carriers (1-2 GHz) has to do with good transmission properties (i.e., low
atmospheric loss), in this band that supports navigation from space. In general,
it is preferable to have a wider bandwidth. However, a wider bandwidth means
more energy consumption in the receiver and the space vehicle.

The core of the signal is the ranging code, and in most systems, that rang-
ing code is given by a code division multiple access (CDMA) method. Each source
is assigned a different spreading code; thus, it is possible to track each signal
separately (see Section 2.6). The older GLONASS system is an exception; it
used frequency division multiple access (FDMA).

CDMA codes were developed to allow efficient use of a channel, enabling
several communication streams to operate in the same bandwidth with min-
imal interference [24-25]. The central idea is to develop sequences that are

Combined
LéBa.”d » BPSK
arrier Signal
+

‘ COMA /"7 T CDMveitShignaI

Signal Modulated Data
E— Data
Signal

Figure 2.7 The composition of a PNT ranging signal. The carrier provides the pilot function
and the CDMA carries the timing information and the data. GPS L1 C/A code has 1540 1.57524
GHz cycles per CDMA chip (1.023 MHz) and 20,460 chips per data bit (at 50 bits-per-second).
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uncorrelated, either exactly or approximately; there are a myriad of other con-
siderations, too. Since the function of a CDMA code is to separate the signals,
any data is modulated onto the codes. For this reason, the bits that compose
a CDMA code are called chips to distinguish them from the data bits that are
being carried. Very often, but not always, in GNSS systems, the CDMA code
can be a memory code; that is, the code is periodic and sufficiently short that
simply storing in memory is efficient.

The code (CDMA) layer is composed of a modulation scheme and the
code. The modulation scheme is used to shape the signal (e.g., the distribution
of the energy around the carrier). For instance, it includes how the CDMA and
data layers are impressed into the carrier. A typical scheme starts with binary
phase shift keying (BPSK), in which the carrier is multiplied by 1 at specific
intervals. To keep the signal clean, the change in values is done at zero cross-
ings of the carrier (e.g., at multiples of 27w), where w is the carrier frequency
for GPS L1 that would be 1.57542 GHz. This is how the CDMA signal is
impressed onto the carrier. The values of BPSK, either plus one or minus one,
encodes the CDMA signal and is further used to carry the data on the CDMA
signal (see Figure 2.7). A more subtle point since the first set of signals on
GPS, is that in the CDMA layer there can be an additional modulation. One
of the easiest ways to think about the modulation is to let a chip be represented
by something more complex than *1. For instance in Manchester encoding
(modulation) a +1 is represented as the sequence +1, -1 and -1 is the negative,
-1, +1.

For instance, the L1C signal has two main components, L1CP (the pilot
signal with 75% of the power) and L1CD (the data signal with 25% of the
power). Both are modulated with a 10,230-bit Weil code (developed by one of
the authors [25]). The signal is XORed with a binary offset carrier, BOC(1,1)
signal, BOC(1,1) is a square-wave signal, but in the pilot channel, only 29 of
33 chips get the BOC(1,1) shape, and the remaining ones are modulated as

2M

BOC(6,1), where BOC(M,N) encodes a +1 chip as & = ~ symbols alternat-

ing +1, -1, +1... and encodes -1 chip as the -1, +1, -1.... Thus BOC(6,1) en-
codes each chip as 12 alternating symbols. This is done to push the power spec-
trum off band-center [26-28]. The combination of different BOCs is known as
MBOC for multiplexed-BOC. In the context of this book, we usually will lump
the modulation with the CDMA code.

The shape of the power spectrum for a BOC(1,1) signal moves the power
away from L1 C/A so that while the signals have the same band center, and are
very close in bandwidth (1.023 MHz) they occupy different spectrum [3, 24,
27, 28].
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These signals have the following properties:

* Each signal is uncorrelated with the others. This is accomplished by the
CDMA codes.

* Each signal is generated as a specific function of the time of transmission.

The important point is that the signal designs support distinguishing
multiple signals at the same frequency in the UE. Since the detection tech-
nique is correlation, uncorrelated signals do not interfere with each other. If the
CDMA code is periodic, then it is easy to acquire; if the code has a long period
or is fully pseudorandom, then the search space for acquisition is much larger
and initial time uncertainty is a serious consideration.

The technique that enables estimating the range is correlation. Inherent
in the correlation process is the requirement that a local copy of the signal be
generated; see the next section. This leads to the following security goals:

Security Goals for the Ranging Signal
The security goals for the ranging signal are:

* The received signal should verifiably come from the authentic source. This
goal is the topic of Part III of this book.

* The timing of the received signal should be consistent with the origination
from the authentic source. In particular, this goal requires that the UE search
for any earlier version of the signal to avoid multipath or repeaters. Spoofers,
including those arriving earlier than the true signal, will be eliminated by
source authentication.

* Other features, like signal content, direction, and power should also be con-
sistent with the authentic source. This goal includes reasonableness checks
on data values; for instance, that the orbit is valid. This goal can depend
on UE resources; for instance, the arrival angle depends on having enough
resources (e.g., antenna elements, to discriminate direction).

In some cases, exclusivity of the signal may be desired. If that is the case, then the
signal will have a private CDMA code, that is encrypted.

2.6 Correlation

GNSS systems broadcast relatively weak signals, that undergo significant loss.
For example, there is path loss, which is more than 18 orders of magnitude
for most systems (i.e., =180 dB of free space loss). The signal arrives at the UE
below the thermal noise floor of the receiving circuit and is detected via correla-
tion. This trait implies that space vehicle transmissions are replicated by each
UE to give a reference against which to correlate. A fundamental fact about
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current GNSS systems is that the fundamental measurement, the time of flight
of the ranging signal, is made via an averaging process, correlation. The theory
behind correlation can be found in [1, 4].

The fact that the UE must replicate the signal means that the signal is
known to the receiver. The fact that the UE must generate the signal places
significant constraints on the complexity of the signal. If the signal is widely
known, then any attacker can then generate false signals.

2.6.1 An Instructive Example

We illustrate correlation with an example using GPS C/A code; see [1] or [29]
for more precise details on how a GNSS receiver works. Especially note that the
signal power numbers may vary a bit. The system interface specification (i.e.,
[19]) gives the promised performance.

* The data rate is 50 bits per second (bps) and the modulation is BPSK, in
which {0, 1} is encoded as, * 1 X signal

* The chipping rate is 1.023 MHz, which means 20,460 chips per bit
(20,460 = 1,023,000/50), and chips are also £ 1

* The carrier frequency is 1.57542 GHz; this link is called L1 (link 1),
and there are 1,540 cycles of the carrier per chip

* Received power is 1,000X below the thermal noise floor (30 dB)

* Received power is =160 dBW, although the actual power currently
might be a bit better

* Thermal noise in a typical receiver circuit is -130 dBW. The value de-
pends on the bandwidth of the receiving circuit, among other things

Let /(#) be a local copy of the expected signal, and 7(z) = s(#)+ n(z) be the
received signal with noise. The expected power of a signal m(%), over [0, 7] is

T
0

P, —(m,m)z %J m(t)m(t) dt

We will take the power of P, = P;=1 and P, = 10002, The noise is 1,000
times the power of the signal; that is, the noise is 30 dB louder than the signal.
In a linear simulation then, the noise is multiplied by V1000 = 31.62 with
a change from power to energy units, if it is taken as initially having the same
magnitude as the signal. The calculations are not particularly sensitive to the
noise model, and we will use Gaussian noise for the calculations. A sample of

the CDMA signal looks like Figure 2.8.
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Figure 2.8 CDMA signal example. {1, 0} is encoded as {£1}.

The correlation process takes place at the CDMA chip level, and occurs
over one data bit if data is present. The units of the calculations, therefore,
have units of chips or samples of a chip. The expected number of counts from
a correlator is the mean of the correlation process and can be calculated as the
following, where a local replica I(t) of the CDMA code is correlated against the
received signal 7(2):

=SS Ee)nle)
5 el }zw

=20,460E{/(z,)s(z, )} = 20,460

So the expected number of counts is just the number of chips. This result
is true only if the signal chips and the reference chips are roughly aligned. Since
the chips are square (i.e., = 1) the dilution of the count is the percentage over-
lap; if they are 1/2 a chip out, then the energy will be 50%, that is, the count
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will have a mean of 10, 230 (see Figure 2.9 for a simulation of various chip
offsets).

The variance is also of interest. It can be shown that

vﬂr{ [ ”’“”/(t)r(f)dt} — E{

0

J‘20,460 " (t) dt

0

=S e - ss0vatn) @3

=1

The noise terms dominate the calculation, and they are independent, so
the variance is 20,460 times the variance of the noise term, and 20,460,000 for
a standard deviation of 4,543 chips. If the signal were not present, then 95%
of the time we would expect chip counts to be in the range of 9,046, which is
plus or minus two standard deviations.

Now, the correlation process is not perfect and the local signal chips and
the received chips will not align perfectly. Thus, the correlator may track some
signals even if not properly aligned. From the early-prompt-late figure (Figure
2.10), we see that being off 1/2 a chip yields about 1/2 the signal strength and
we would likely see significant big errors in the data. For C/A code, a half chip
is about 150m, 0.5(c/1.023 X 10 ) = 146.5, so the receiver is not very accurate
at that level either.

Taking 1/10 a chip error, then the expected count would be 18,414 +
9,046 = [9,367, 27,460], which is well away from the two standard deviations
of noise-only counts: [-9,046, 9,046]. Thus one is very safe at 1/10 of a chip

Correlation Process Output as a Function of Timing Error
Monte Carlo of ~ 625 Trials (at each value); Total Trials = 10,000

IR
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Counts at 10 samples per ch

0e+00

-1.0 -0.5 0.0 0.5 1.0
Time offset as fraction of a chip

Figure 2.9 Chip offset statistics as a function of relative delay between the reference copy
and the arriving signal.
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Effect of Time Offset on Correlation
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error or less from a detection point of view. This works out to be roughly 30m
of error. The actual error rate would be calculated as a receiver operating curve

(1, 3].

26.2 Misalignment Compensation

If the signals are not aligned perfectly, the integrals will be off. We would gener-
ate a signal, shift it, and then look at the result. In this case, take the local copy
and look at what happens if the signal comes early.

The receiver takes advantage of this observation and executes three corre-
lators, one nominally 1/4 of a chip early, one prompt, and one 1/4 of a chip late
or some convenient fraction of a chip; see Figure 2.10. Using the relationships
between early, prompt, and late, they can estimate at the subsample level accu-
racy for the actual arrival time and achieve the system accuracy we experience,
while the intersample distance is relatively large:

* A nanosecond in timing is equivalent to = 30 cm (or about a foot) in
range;

* A C/A code data bit is 20 ms, so it represents roughly 6,000 km (3,726
miles);

* A C/A code chip at 1.023 MHz is about 300m (961 feet);

* A 1/10 of a C/A chip is about 30m (about 96 feet).
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The balancing of the early-prompt-late correlators is the essence of the
code tracking loop shown in Figure 2.3. The carrier tracking loop in that figure
is usually accomplished with a nonlinear Costas loop, which is beyond our
scope and is explained in [1, 4, 5].

2.6.3 The Importance of Correlation

We stress that the above calculations are how a receiver determines its timing
offset, which leads to pseudorange. Pseudoranges in turn lead to the PNT solu-
tion. Thus, securing PNT ultimately comes down to finding ways to confirm
correlation, which is the subject of Chapter 9.

2.7 Satnav Signal Data

The data transmitted on a satnav system is at least the minimum necessary data
to process the signals. For a system that includes ranging, this data will include
the ephemeris information, which is the detailed orbital information needed
to calculate the broadcasting space vehicle’s position and velocity. It would also
include any timing information about the broadcasting vehicle’s clock and usu-
ally conversions to other timing systems. For instance, GPS has GPS time to
Coordinated Universal Time (UTC), the current number of leap seconds that
keeps UTC coordinated with observed solar time, UT1 (see [19]). GPS time,
like other satnav systems, is an atomic-clock-based time and is not steered to
leap seconds. BeiDou, for example, uses a separate clock, and it is generally
offset from GPS by 14 seconds. Receivers using both signals would need to
estimate the relative time difference, so that adds another variable to be solved
for, partially offsetting the advantage of tracking an additional system if only
one SV is tracked.

The data on a navigation signal has security goals consistent with cyber-
security goals for information. Ways to protect navigation data is the subject of
Chapter 8.

Security Goals for the Signal Data
The security goals for the navigation data are:
¢ The data should come from an authentic source, and the UE should be able
to verify that.
* The data should have integrity verifiable by the UE. That is the data should
be correct, and bound to the correct time of issue. In some cases, exclusivity
of the data may be desired.
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Takeaways

Our necessarily brief tour of satnav is meant to indicate the enterprise needed
to achieve satnav and the specific items that may be vulnerable to threats. Much
of the infrastructure, such as the satellites, the ground segment, and the UEs,
have their specific security goals, and achieving those are fortunately not much
different than what is needed by many other technological enterprises, as we

will see in Chapters 6 and 7.

Unique to satnav are the security goals in navigation signals. These goals

are needed to ensure that the PNT solution computed by the UE is trusted.
The main items to be protected in the navigation signal mirror the two main
uses of the signal:

tions

* The timing via correlation needed from the signal to obtain pseudor-
ange.

* The data modulated on the signal to obtain the information to compute

PNT.

Part III of the book is devoted to the various ways achieving these protec-
have been conceived.

End Notes

The data needed to interpret the ranging measurements is the next consideration. We
have heard it said that GPS, at least, is not a very good communication system, and we
suppose that is true. GPS, and all of the other GNSS systems, are superbly designed rang-
ing systems that are self-contained and not reliant on a communication system. The two
functions, ranging and communications, are not the same and are competing.

This discussion is focused on a single satnav. If a receiver were to use multiple satnav
systems, then one presumably would have a bias per system, since they are unlikely to be
synchronized.

Kepler’s observations were summarized in three laws when one body is massive and the
other is much smaller (the satellite); for Kepler, these were the sun and the planets.

(a) The orbit is an ellipse with the massive body at one focus;
(b) The satellite sweeps an equal area in equal time at all points in the orbit;
(c) The period is proportional to the semimajor axis of the orbit.

A fact worth knowing about orbits is that since energy is conserved in a noncircular orbit
when the space vehicle is close to the earth, the potential energy is low, so the kinetic
energy is high; that is, the space vehicle is moving faster than when it is further from the
earth. This result follows from Kepler’s second law: an orbit sweeps out an equal area in
equal time. The result for the quasi-zenith orbit is that it spends more than half the time
above the equator and less than half below. Another consequence of the conservation of
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energy is any kinetic energy imparted at one point in the orbit leads to a change in the
potential energy in other parts of the orbit. In particular, increasing the energy at the low-
est point will increase the highest point, and increasing the energy at the highest point will
raise the lowest point in the orbit [1, 18].
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Symmetric Cryptography

Symmetric cryptography pertains to the use of ciphers, which is what most peo-
ple think of when they hear the term cryptography. A cipher utilizes a shared
secret, such as a pin, password, or key to conceal a piece of data so that only the
intended parties can reverse the process to reveal the data. Hence the use of the
term “symmetric.” Without the shared secret, no one should be able to discern
any information about the hidden data. A cipher can be used for more than just
hiding data. For example, another use for a cipher can be to generate pseudo-
random sequences, which are sequences that both act statistically random and
are unpredictable.

The use of ciphers dates back at least 2,000 years, and many methods
have been developed through the centuries to ensure that information is well-
protected. A rich science has been developed for ciphers, and it is reasonable to
say that creating a strong cipher has been essentially solved in many ways, even
with the advent of quantum computers (see the Appendix). However, since
ciphers can be resource-intensive, selecting a cipher requires a balance between
performance and security. We discuss two types of ciphers, block ciphers and
stream ciphers, and give examples of algorithms including important aspects of
their implementations and some performance results.

While the study of algorithms is interesting, especially to us mathemati-
cians, the algorithm is only a component in using ciphers. We need cipher
modes, which define how to apply an algorithm to a larger set of data. We fin-
ish the chapter with two additional subjects. The first topic is a discussion of
steganography, which also represents alternative methods to hide information.
The second topic foreshadows how ciphers can be used in navigation.
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3.1 Classic Ciphers

We begin with a brief discussion of the history of ciphers up to the digital age.
While these ciphers would not be used in modern applications, they indicate
what drove the evolution of modern ciphers and illustrate general principles.

3.1.1 The Ancient World and Child’s Play

Several examples from BCE show the use of ciphers (i.e., a method used to
obfuscate information).! We want to start by focusing on the Caesar cipher.
Suetonius, in his biographies of the Roman emperors, in the chapter on Julius
Caesar says [1]:

If he [Julius Caesar] had anything confidential to say, he wrote it in cipher,
that is, by so changing the order of the letters of the alphabet, that not a
word could be made out. If anyone wishes to decipher these, and get at
their meaning, he must substitute the fourth letter of the alphabet, namely
D, for A, and so with the others.

To put this into modern usage, suppose we number the alphabet as A=0
through Z = 25. Then the Caesar cipher changes an input letter p to an output
letter ¢ by

¢ = p+3(mod 26) 3.1

In general, a Caesar cipher uses any fixed offset, such as ¢ = p + & (mod
26). Interestingly, Suetonius also describes Augustus Caesar as using the same
cipher with #=1 [1].

The Caesar cipher is precisely the cipher of decoder rings, an example be-
ing the St.-Cyr disk. It consists of two rings with the alphabet in a circle, where
moving one ring, say putting the D under the A, gives the complete mapping
of the original Caesar cipher. As ciphers go, the Caesar cipher is trivial. The al-
lowable keys (i.e., the offsets) are only 25 for a nontrivial mapping. It would be
easy enough to try all possibilities by hand.

We can complicate this method in two ways. First, allow the mapping to
be an arbitrary permutation of the alphabet; these are called monoalphabetic
ciphers. That would yield a search space of 26! mappings. However, if English
text is enciphered in such a manner, it is still relatively easy to find the mapping
and decipher it. So easy, in fact, that such tasks are the purview of cryptogram
puzzles.?

The other direction is to use multiple mappings, which are polyalphabetic
ciphers. Such ciphers use a different mapping for each consecutive symbol. One
famous example is the Vigenére cipher. Choose a keyword, say “CRYPTO.”
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Then the first symbol uses a Caesar cipher corresponding to the key C = 2;
the second uses the key R = 17, and so on. After six symbols, the keyword is
repeated. While this cipher is much stronger than a monoalphabetic one, tech-
niques have been developed to break such ciphers efficiently when used on the
actual text.

The development of ciphers led to the parallel development of break-
ing ciphers (i.e., cryptanalysis). There is the famous treatise by Al-Kindi (801—
873 AD) and many books in the early twentieth century [2] on the topic of
cryptanalysis.

3.1.2 To the Digital Age

As society advanced, so did the need for better ways to ensure secrecy. For ex-
ample, the Vigenére cipher can be modified using auzokey, where after the first
keyword, the initial part of the original message serves as the continual key for
the rest of the message. In the 1800s came the development of the Playfair ci-
pher, where pairs of letters are changed to different pairs of letters. Playfair was
widely used in World War 1.

The above examples are substitution ciphers: the output symbol is a sub-
stitution of the input using a mapping defined by the key. Perhaps one of the
most famous examples of a substitution cipher is the Enigma code used by the
German military in World War II. A picture of an Enigma machine is shown in
Figure 3.1. An operator encrypts a message by typing it into the machine after

Figure 3.1 An Enigma machine (author's photograph).



46 Cryptography and Satellite Navigation

they have set the initial setting, which act as a key. After each letter is input, the
machine changes its internal circuitry to alter the next mapping. The result is a
very complicated polyalphabetic cipher.

The other common method for ciphers besides substitution is to use
transposition; that is, permute the original letters. A simple example would be
to write a message by rows and read off by columns. Transposition methods
have the advantage that they do not alter statistics, and so some cryptanalytic
methods may be hindered.

While the above examples are not digital in the sense of pertaining to in-
formation represented and acted on in more abstract binary settings, there is no
reason why the methods of substitution and transposition should not apply in
a digital setting. Indeed, as we see later the use of substitution and permutation
functions is the basis for most modern ciphers, and the fundamental insight on

this is due to Claude Shannon [3].

3.2 An Overview of Ciphers

The strategy in this chapter is to highlight the commonalities of ciphers and
then drill down to specifics. Ciphers take in plaintext as input and produce the
output ciphertext. The terms imply that the plaintext is obfuscated by the cipher
in the ciphertext (i.e., that we do not want the plaintext revealed). But there
are cases where everyone knows the plaintext, and what is desired is to produce
a random-like ciphertext that may or may not be hidden by other means. For
example, ciphers can be used to generate portions of navigation signal spreading
codes, such in the Chimera protocols (see Chapter 10); such generation uses
known plaintext. Thus, the terminology may not perfectly reflect actual usage;
it is best to think of plaintext as input and ciphertext as output.

For notation, let P denote the plaintext and C denote the ciphertext. Then
we denote encryption by the implied cipher as

E [P]=C (3.2)

The value K represents the shared information known only to the par-
ticipants; K denotes the key. The value X may be omitted if it is clear from the
context. There are several synonyms for encryption, such as encoding or enci-
phering, and other terms for ciphers, such as code or codebook.

Conversely, we denote decryption by

Dc[C]=P (3.3)
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The encryption and decryption processes are related, of course, but the
respective algorithms will usually have subtle differences. The notation for en-
cryption and decryption is intended to be general to encompass various ciphers.
In particular, there are two main groups of ciphers: block ciphers and stream

ciphers.

3.21 Block Ciphers

Encryption takes a block of plaintext (say 128 bits) and outputs ciphertext of
the same length (see Figure 3.2). The lengths must be the same to ensure that
encryption can be reversed; that is, that the mapping is one-to-one (although
not all cryptographic algorithms are necessarily one-to-one, as we will see with
hashing in Chapter 4).

The key is given as a bit array. The length of the key is central to defin-
ing the strength of the algorithm and is not directly tied to the block length.
Many algorithms may allow for different key sizes but keep the block length
fixed. Other algorithms may allow for varying both, albeit with some restriction
on allowable values. In practice, data is not just a single block of bits. How to
extend the algorithm in the more general case is the subject of cipher modes in
Section 3.7.

3.2.2 Stream Ciphers

The difference between stream ciphers and block ciphers is that stream ciphers
act on a continuous stream of data such as, bits (see Figure 3.3). The left of
the figure shows an example stream cipher process, where the input stream is
changed to an output stream. The process uses a key, but unlike a block cipher,
the cipher must maintain some state information to be updated when the next
bit in the stream is generated.

The right side of Figure 3.3 shows how the encryption and decryption
processes function. Encryption with a stream cipher exclusive-ors (XORs) the

Plaintext Block Ciphertext Block
\ |
Key [ Encryption Key [ Decryption
) |
Ciphertext Block Plaintext Block

Figure 3.2 Block cipher.
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Plaintext | ... == XOR = ... Ciphertext
Stream Stream
Cipher
state Rev St
- [KeyStream ] - £y olream ‘
Ciphertext | ... - XOR = ... Plaintext
Stream Stream

Figure 3.3 Stream cipher.

output stream from the stream cipher with the stream of plaintext data to pro-
duce the ciphertext stream. Decryption reverses this process by XORing the
ciphertext stream with the output stream from the steam cipher to obtain the
plaintext. In particular, the same cipher stream is used in both cases (i.e., encryp-
tion is the same as decryption), since the XOR function is self-inverse. There
is no process to recover the input to the stream cipher from the output stream.
This trait means the stream cipher can use noninvertible one-way functions.

3.23 Much of the Same

Stream ciphers are not as common as block ciphers, although their use is in-
creasing. Note the distinction can be blurred. A stream cipher can run a certain
number of steps to produce a block of output. Conversely, a block cipher could
have a higher-level function that outputs a single symbol at a time. There are
also modes in which a block cipher can produce a key stream similar to the out-
put of a stream cipher (e.g., counter mode in Section 3.7.3). For our purposes,
the distinction is what the algorithms entail from implementation, security, and
performance. We define those goals next.

3.3 Desired Properties

The main goal for ciphers is to hide information. This means hiding the origi-
nal information and the shared secret information used to protect it (key, pass-
word, etc.). This goal begs several questions as to what makes a good cipher:

* How does one measure how hidden the information is?
* What do we assume an adversary can do to reveal the information?

* Can we quantify a bound for how good a cipher is?
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While the confidentiality of information is the primary goal, there are
other desired properties that a good cipher should have. Ciphers are good for
generating pseudorandom information, which we discuss further in this sec-
tion. Ciphers can also be used for authentication and integrity, which we defer
discussing to Chapter 4. These goals also require defining quantitative measures
of atrainment. However, be forewarned, such quantification will come with as-
sumptions that one must be assured apply in practice.

3.3.1 Information Theory, or Shannon, Part 1

Measuring the degree for which information is hidden requires first under-
standing what we mean by information. That question gets us into the field of
information theory.

We assume some general knowledge of probability (also see the discus-
sion in Chapter 1).4 Most of the probabilities we use in this chapter are discrete
probabilities, often over a space of equally likely events; for example, a fair coin
toss, which has a 50% chance of coming up heads (and likewise tails), or a set
of n-bit binary words that each have a probability of 1/2” of occurring.

Shannon in his 1948 paper [4] introduced the concept of entropy to for-
malize what we mean by the uncertainty of information. For simplicity, we first
define entropy for a single binary value (a bit). If one knew beforehand that
the value was 0 or 1, then revealing the value yields no information, and so we
expect the entropy to be 0. At the other extreme, if we only know it is equally
likely that the value can be 0 or 1, like with a toss of a fair coin, then learning
the value intuitively yields one bit of information.

To formalize, suppose that there is a chance p that the value is 1 and thus
1 - p that the value is 0. The entropy is defined as

H(p)=~plog, p—(1-p)log, (1-p) (3.4)
The base of the logarithm is 2, which yields units as bits. For the coin

toss, we have H(0.5) = 1 and H(0) = H(1) = 0, which can be found using limit
properties. This definition can be extended to 7 values with probabilities p; by

_2 2 log, p; (3.5)

i=1

If there are 2” equally likely outcomes, say from an n-bit array, then this
yields 7 bits of information.
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While the concept of entropy can be made much more precise? we will
treat the calculations more with intuition. Consider these examples:

* Suppose you are given the parity check of a random n-bit array. Then
there are now n-1 bits of entropy, rather than n, in the array. The reason-
ing is that not all 2" arrays are equally likely; learning the single bit has
cut the possibilities in half, or reduced the entropy by a bit. This con-
cept extends naturally to knowing multiple parity checks. However, this
reduction assumes that it is easy to exploit the new information. As we
will see in Chapter 4, knowing bits that are derived from an n-bit array
does not necessarily mean that one has practically reduced the entropy.

* Given an array of bytes, the entropy may be reduced if the nature of the
bytes are known. If the bytes were to represent English text, then in fact
one gets about 4.7 bits per symbol [5]. That value is less than the a priori
expectation of 8 bits of entropy per byte.

* As another example, consider a common practice of using, say, four
5-letter English words as a password. There are about 2,000 such words,
which is about 2!; that yields about 4 times 11 or 44 bits of entropy.
This value is much less than the four times 5 bytes (160) bits of entropy.

* Cryptographic algorithms like the Advanced Encryption Standard
(AES) use a key of a certain length, say 128 bits. Another common prac-
tice would be to enter a passphrase to generate the key. If the pass phrase
has fewer than 128 bits of entropy, the resulting derived key still only has
that many bits of entropy, even though we are using a 128-bit key. Note
that even padding out to the full 128-bit length would not increase the
entropy if this additional padding was deterministic.

The overall rule of thumb is we desire the cryptographic algorithms (e.g.,
a cipher) to produce results that have maximal entropy. That is, the results act
random, which means that each bit is acting like a fair coin with entropy equal
to one bit of information.

3.3.2 Confidentiality

The primary goal of a cipher in most protocols is to provide confidentiali-
ty. As always, the word key means the secret information shared between the
participants.
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Goal: Confidentiality

Given the ciphertext, then no substantial information about the key or plaintext
is revealed. Even if the plaintext is known, there still should be no information
revealed about the key.

How does this goal relate to entropy? Knowing a length-n ciphertext
should give no information about the plaintext or the key. That is, to someone
who only possesses the ciphertext, their entropy should be their uncertainty in
the plaintext and key. Even further, if someone knew both the plaintext and
ciphertext, the uncertainty in the key should stay the same.

This informal definition has two importance nuances. First, knowing a
plaintext/ciphertext pair clearly must eliminate many possible keys in theory.
However, practically, the goal requires the features of the cipher algorithm to
prevent someone from doing such an elimination in any feasible amount of
time.

Which brings us to the second nuance: the uncertainties need to make
assumptions about the capabilities of an adversary. When the definition says
revealed, it means revealed when given some set of perceived attacks. The goal
of modern ciphers is to mitigate as large a set as possible of these attacks, and
when the cipher itself cannot so mitigate, then other methods can be applied, or
the resources required for such an attack are infeasible to the adversary.

3.3.2.1 Attacks on Ciphers

Cryptanalysis is the study of attacks on ciphers that involve only aspects of the
algorithm and not its implementation or infrastructure in use. There are many
examples that have been created,> which are beyond our scope. Also not men-
tioned here but discussed briefly in Chapter 11 are attacks on the implementa-
tion of ciphers.

We mention a few overall themes for cryptanalysis; in all cases, the cipher-
text is assumed known by the attacker:

* Known plaintext attacks allow the attacker to know both the plaintext
and ciphertext, the goal then being to find the key.

* Chosen plaintext attacks allow the attacker to pick the plaintext and
then receive the ciphertext; the cipher is treated as a black box.

* Chosen ciphertext is similar, except now the attacker picks the cipher-
text and the cipher decrypts to produce the plaintext for the attacker.

We stress that all good modern ciphers are immune to these kinds of at-
tacks. Indeed, even if the attacker possess many, many plaintext-ciphertext pairs
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of their choosing, they still cannot produce the key better then brute force,
which is searching through the key space.

Takeaway
Modern ciphers are by and large resistant to all these cryptanalytic attacks.

3.3.2.2 Brute Force and Kerckhoff's Principle

Brute force means searching through the whole space of possible keys. The as-
sumption is that the rest of the details of the algorithm are known and only the
key is unknown. If say the key were 128 bits, then brute force implies searching
a space of size 2128, This number implicitly assumes that all keys are equally
likely to appear, which is usually true for uses of modern ciphers but often is
not even close to being true for other shared secrets (i.e., the space of possible
passwords contains items that are far more likely to appear in practice). There
are methods to define the entropy in such cases.®

Brute force search is hampered by the exponential growth in the key
space. For example, if a key length were to increase by 10 bits, the key space
increases by a factor of 1,024. Table 3.1 show the amount of time to search a
complete key space for various key lengths, assuming it takes only a nanosecond
to try a single key. It is evident that key sizes of 112 or more are robust to brute
force. Brute force is highly parallelizable: if one had 1,000 machines working
at the key per nanosecond rate, all the times in Table 3.1 would be reduced by
a 1,000.

A corollary to the desire to reduce possible attacks is that all the strength
in a cipher should ultimately rely only on the key size. This goal is captured as
Kerckhoff’s principle:

The strength of the cipher should reside in the length and secrecy of the key.

Kerckhoff’s principle implies that there is no loss if an attacker knows
the details of the algorithm, an idea often captured as “no security through

Table 3.1
Time to Brute Force Key

Key Size Time (Years)
64 585

112 1.6E17

128 1.1E22

192 2.0E22

256 3.7E60

1 nsec per attempt.
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obscurity.” However, while that sentiment is true with regard to the strength
of the cipher, there may be other reasons not to reveal details about the cipher.

Finally, this discussion and Table 3.1 begs the question: How large should
the key be? NIST has recommendations for key sizes given in [6, 7], but they
come down to evaluating the brute force strengths just given. For enterprises
that have a long life, such as satellite navigation, these recommendations need
to consider the possible impact of quantum computing. We revisit this topic in
the appendix.

3.3.2.3 Perfect Security and One-Time Pad

Brute force, and cryptanalytic attacks in general, require resources by the adver-
sary, and thus security due to brute force depends on the limitations of adver-
sarial resources.” Cryptographers have considered perfect security, which is the
notion that an adversary cannot succeed in discovering the plaintext given the
ciphertext even by brute force. The idea is that more than one plaintext will be
consistent with the ciphertext (i.e., if there is no restriction on the space of pos-
sible plaintext, say, if a random key were encrypted, then any plaintext would
be possible).

The common way that perfect security can be achieved is through a ozne-
time pad. The idea is to use a random stream of bits as a key stream as in Figure
3.3; this is the “pad.” Consider a bit b of plaintext. It will be XORed with a
random binary value 7 from the key stream to produce ¢ = 6 @ r. Then even if
¢ is known, because 7 is equally likely to be a 0 or 1, one is forced to conclude
that b also could be a 0 or 1 just as equally likely. This argument extends to the
whole ciphertext stream. While we are using binary values as an example, one-
time pads extend to any alphabet with appropriate combining; indeed, one can
create one-time pads for use with Caesar ciphers.

There are three issues with one-time pads. First, the pad should only be
used once. If the same r is used to produce ¢, ¢, respectively from py, p,, then it
follows that ¢; @ ¢, = p; @ p,. That means knowing the two ciphertexts allows
one to make conclusions about the plaintexts, namely where they are equal
or different. Second, because the pad can only be used once, and it must be
in length the same as the plaintext, there are inherent implementation issues,
such as how to distribute the pad. The use of a modern cipher to generate a key
stream is motivated by trying to mimic a one-time pad.

The third issue is that perfect security means in fact, perfect confiden-
tiality. One-time pads do not by themselves give integrity. If an attacker were
to modify the ciphertext, this would be undetectable in general. This point is
important enough to stress:

A one-time pad gives perfect security, but it does not achieve all security
goals.
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3.3.3 Pseudorandom Generation

Using ciphers to hide information is their fundamental but not only use. For
navigation, a common use is to generate pseudorandom streams easily repro-
ducible by multiple parties. An example would be the spreading code markers
discussed in Chapter 9. The main goal is

Goal: Pseudorandomness
The outputs of the cipher should behave statistically random.

Statistical randomness means that the stream would pass as random
against the usual randomness tests.* Sometimes, we also desire the stream to be
exclusive (i.e., unpredictable). That way, someone could not generate their own
copy of the stream in advance. Note that these streams are not being used as
one-time pads; rather, the random stream itself is what is used.

It turns out that pseudorandom streams are easy to generate using modern
ciphers. One example is the counter mode in Section 3.7. The intuition for why
ciphers are good for this purpose is that if the ciphertext somehow failed the
randomness tests, then the structure would be exploitable against the cipher.

3.3.4 Avalanche Property

There is one final desirable property for ciphers, and that is the avalanche
property.

Goal: Avalanche Property
A change of a single bit of the input or the key will result in ciphertext that differs
essentially randomly

The idea is that ciphers map separate plaintexts that are close to separate
random locations in the ciphertext space. If the plaintexts differed in, say, a
single bit, then the ciphertexts would agree and disagree in about half the bits.

Table 3.2 shows an example that uses AES with 128-bit plaintexts repre-
sented as 32 hex values, where we expect, on average, to see 64 bits differ. We

Table 3.2
Differences in Ciphertexts with Similar Plaintexts
Difference
Plaintext Ciperhtext to Row 1

0x0000000000000000000000000000000  0x10e44eded4b02f043653050e1b3f7e7  N/A

0x1000000000000000000000000000000  0x725669¢139e33e0630baeeebecalddI8 67 bits
0x2000000000000000000000000000000  0xb5387a3b8a20d5e8b55845ab541bebdc 70 bits
0x3000000000000000000000000000000  0x916bbd3848fda9dbeBeda25136e65e14 67 bits
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start with the given plaintext and ciphertext, and then each row is the plain-
text with a single bit changed and the resulting ciphertext (the key used is the
128-bit key consisting of all 1s). The last column shows how many bits are in
common with the first row. The term avalanche comes from the fact that this
property is desired in the cipher’s internal workings (i.e., that divergence be-
tween two similar plaintexts increases during the cipher algorithm operation).

The avalanche property has a nice impact on navigation when the ciphers
are used to generate parts of the spreading streams. If two different genera-
tions differ even in a single bit, the resulting stream will be random (i.e., un-
correlated). The avalanche property is also very relevant in the design of hash
algorithms.*

3.4 General Principles for Creating Ciphers

The advent of computers and the digital age led to the effort to develop ci-
phers that met the above goals in those settings. Some general principles were
developed, led by a seminal paper by Shannon. These principles evolved to the
Feistel construction, which formed the bases for the Data Encryption Standard
(DES) published in 1977. As the digital world advanced, the need for an updat-
ed standard resulted in the AES in 2001 (AES is discussed in the next section).

Before we begin the discussion on cipher constructions, we want to stress
the following:

Hazard Alert
Almost no one should design their own cipher; only well-established ciphers

should be used.

It is a truism in the cryptography world that everyone can make a cipher
that they themselves can’t break, but which will almost always have severe vul-
nerabilities (Schneier’s Law, [8]).

3.41 Shannon, Part2

Shannon introduced the ideas of confusion and diffusion in his 1945 classified
(confidential) memo [9], which was declassified and published in 1949 [3].
Simply put, the concepts are

Confusion: The trait of the output being an obfuscation of the key;

Diffusion: The trait of dissipating the statistical structure of the informa-
tion over the whole set of data.
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These concepts led Shannon to the general notion of substitution/permu-
tation networks, which is one common method to construct modern ciphers,
such as AES, Speck, Simon, and Ascon, to name only a few. Since not every
cipher is a network in the sense Shannon envisioned the term, we refer to this
as an S-P construction and compare it to other common methods of building
modern ciphers.

3.4.2 Substitution-Permutation Construction

Shannon’s focus was on how to achieve an avalanche property, which is that
a change of any one bit results in a 50% probability that each output bit is
changed. The construction consists of a series of rounds, or iterations, com-
posed of three steps:

Substitution: The round input is broken into groups, and each grouping is
subjected to a nonlinear function for obfuscation.

Permutation: The output of the substitution step is permuted with the
goal of spreading the changes from each group as widely as possible in the
output of this step.

Key Mixing: The output of the permutation step is XORed (modulo 2 ad-
dition bitwise) with a transformed version of the key. This concept is also
known as round key addition.

The above steps over several rounds are an encryption process. One round
of this construction is not enough to achieve the avalanche property, but after
several rounds, the effect cascades on itself. Decryption consists of running the
process backward. Reversing the process means that somehow the substitution
process is invertible (permutations and XOR are already invertible).

The transformed keys are known as a key schedule. In particular, modern
ciphers do not use the key itself each round but instead use subkeys derived from
the key. In some cases, the key transformation uses the same substitution and
permutation as the S-P construction.

The substitution step is inspired by classical substitution ciphers as we saw
in Section 3.1. The permutation step secks to spread the effect of the substitu-
tion out, as with a transformation cipher. Figure 3.4 shows a generic schematic
of an S-P construction for three rounds. The boxes that do substitution are
commonly called S-boxes; those that perform permutation are P-boxes.

Since each transformation is invertible, the decryption process is the en-
cryption process run backward (last step first, etc.). A desirable property found
in many ciphers is to have the decryption process be very similar to encryption;
such a trait aids in implementation, such as in software reuse.
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Figure 3.4 Substitution-permutation networks.

3.4.3 Feistel Construction

Horst Feistel and Donald Coppersmith created a structure known as a Feistel
network or cipher; it is sometimes called a Luby-Rackoff (block) cipher after
the researchers who gave the first proof of the security structure [10].

This specific implementation of the S-P construction begins by dividing
the input data into two halves, called left L and right R. A given round does a
computation on the right half, XORs with the left half, and that becomes the
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new right half. The new left half is just the old right half. A round computation

is summarized as is summarized as
(Ll )R;) <~ (Ri—l L, @ F(KiRi—l ))

Cryptographic properties reside in the key schedule to produce the sub-
keys K, and the F function that combines the subkey with the right half.

The construction is shown schematically in Figure 3.5. The right portion
of the figure shows how every pair of rounds returns the left and right halves to
their original positions.

Decryption just runs the process backwards. Notice that by construction
Ry =L,and thus L, | = R,® F (K, R;_;). We stress that while encryption is
reversed, the F function is never inverted, and indeed often is not invertible.
The subkeys must be used in the opposite order (which typically means that the
complete set is generated and used in reverse order).

The Feistel construction is the basis for many modern ciphers such as

DES/3DES, Camellia, CAST-128, MISTY, Blowfish, and Twofish.

| Plaintext |
Lo l K, Ro

L] R1

Lz RZ

LN RN

Ciphertext

Figure 3.5 The Feistel construction.
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3.4.4 Stream Ciphers

The above constructions pertain to block ciphers. We mention one general
construction for a stream cipher shown in Figure 3.6. Several individual shift
registers are combined to produce the output bits; the key will be used to set
up and control the registers. At each clock step, some or all of the registers may
advance.

3.45 Performance

While the above discussion focuses on the construction of ciphers from a se-
curity aspect, the performance aspects are just as important. For example, a
Feistel network can be made more secure in general by increasing the rounds.
But at some point, this has vanishingly small diminishing returns for security.
Conversely, many excellent ciphers can be attacked in reduced-round modes.
The empbhasis then for cipher designers is how few rounds are needed while still
maintaining security.

This performance goal is important for navigation applications, as we
want cryptography to have as small an impact on the system as possible.

35 AES

The DES algorithm was found to have vulnerabilities by the late 1990s due to
its small 56-bit key size. Even though 3DES provides extra protection with an
effective key size of 112 bits, DES was designed with an emphasis on hardware,
specifically binary operations. Thus, there was a desire by NIST in 1997 to cre-
ate an Advanced Encryption Standard to supersede DES in 1997. The resulting
competition chose a specific algorithm, Rijndael, which, after the choice was

—t  Shift Register I
L Key 1|

L »!  Shift Register |
[Kev 1 | F =

I—b Shift Register

[ Key |

Figure 3.6 A Stream cipher construction.
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made, became AES. AES is by far the universal standard for a modern cipher.
This section covers the criteria of the competition (see [11]) and broad details
of how AES works.

3.5.1 Choosing the AES Cipher

The competition to choose the AES cipher had several criteria. The obvious
goal was security: the cipher should be robust against all known cryptanalytic
attacks. The cost of the algorithm, in terms of execution complexity, was also
a factor. The late 1990s saw the emergence of 32-bit architectures in comput-
ing and 8-bit architectures on smart cards; as such, the cipher needed to be
implemented in both settings. Finally, the competition also considered gen-
eral algorithm and implementation characteristics (i.e., implementation both
in software and hardware). With regard to parameters, the candidates needed
to support key sizes of 128, 192, and 256 bits with the plaintext block size of
128 bits.

After the initial call for possible candidates by NIST in 1997, 15 candi-
dates passed through the first round in June 1998, and then that list was culled
to the five AES finalists in August 1999. The finalists were MARS, RCO6, Rijn-
dael, Serpent, and Twofish [12]. The algorithm developed by Belgians Dr. Joan
Daemen and Dr. Vincent Rijmen was Rijndael (a combination of their names),
and it was selected as AES in October 2000. The parameters were standardized
in the NIST November 2001 in the Federal Information Processing Standards
(FIPS) publication 197 [13].

3.5.2 AES Structure

The general structure of AES is a substitution/permutation network shown in
Figure 3.7 The number of rounds is a function of the key size and is given in
Table 3.3. Figure 3.7 shows a 10-round AES.

While a thorough discussion of the AES operations is beyond our scope
(see [12, 14]), we offer some brief descriptions. The round acts on 128 bits,
which is taken to be 16 bytes. In fact, it is often convenient to consider these as
a4 x 4 array of bytes. The round function is given in four steps: byte substitu-
tion, shift rows, mix columns, and round key addition.

Byte substitution: A nonlinear function (S-box) is applied to each byte.
This function has a simple definition, although in practice, it is usually
implemented as a table. It is reversible.

Shift rows: Each row of the array is shifted by a different prescribed

amount.



Symmetric Cryptography

Plaintext

| ke |

v

Add Round Key

|<_K0

Round 1

v

Byte Substitution
Shift Rows

Mix Columns
Add Round Key

Byte Substitution
Shift Rows

Mix Columns
Add Round Key

Byte Substitution
Shift Rows

Add Round Key

|

Ciphertext

Figure 3.7 General AES structure.

Table 3.3
AES Key Size and Rounds
Number  Number of
Name Key Size of Rounds Subkeys
AES-128 128 10 "
AES-192 192 12 13
AES-256 256 14 15
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Mix columns: The array is considered as a 4 X 4 matrix, and it is premulti-
plied by a fixed prescribed 4 X 4 matrix.

Add round key: A 16-byte subkey generated for each round (and as a pre-
addition is XORed in bytewise.

The final round drops the mix-column operation. The rationale for this is
that it adds no security in the last round.

The whole algorithm uses linear algebra over the finite field (or Galois
freld) GF(256). This field can be defined as the field of polynomials with binary
coefficients modulo m(x) = x® + x* + x3 + x + 1; see [14]. A very detailed expla-
nation by the algorithm’s authors is available [12]. See [15] for insights into the
mathematical structure.

Reversing the process results in a set of functions that are very similar to
those used for encryption. This structure means that encryption and decryption
can reuse software or hardware blocks.

The AES key schedule uses the same AES S-box. The key is arranged as
a byte matrix, with four rows and a variable number of columns, C;, depend-
ing on the length of the key. The key state matrix is filled in column-major
format (the first column is filled first, etc.). Then an iteration process is used to
generate new columns from previous ones, using the S-box and some mixing
of values. Note for decryption, the key schedule must be used in reverse order.

3.5.3 AES Performance

The ubiquity of AES means that many efficient implementations have been
developed in both software and hardware. We show some results in Table 3.4.
These are based on the speed function run in the widely used OpenSSL appli-
cation for cryptographic functions. The results are based on one of our laptops
and, of course, depend on details in the computing architecture. The results are
for AES executed in cipher-block-chaining (CBC) mode (see Section 3.7). The
columns show the size of the data being executed. The rows show approximate
throughput in units of MB per second.

Table 3.4
AES Execution Time

Key |Data Size

Size |16 bytes 64 bytes 256 bytes 1024 bytes 8192 bytes 16384 hytes
128 | 224 MB/s 191 MB/s  145MB/s 183MB/s 174 MB/s 179 MB/s
192 150 MB/s 157 MB/s 170 MB/s 168 MB/s 170 MB/s 176 MB/s
256 | 126 MB/s 69 MB/s 98 MB/s 97 MB/s 103 MB/s 101 MB/s
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Looking across rows in Table 3.4, we see variation likely due to system
architecture. On the whole, though, throughput is fairly stable. Looking down
columns, we see the dependence on the key size due to the key size determining
the number of rounds. The actual application should be considered if the added
execution time cost warrants the extra security.

354 AES Takeaway

The ubiquity of AES also means that it is, by default, the first choice when a
modern cipher is needed. Indeed, the onus is usually on giving a reason not to
use AES.

3.6 Lightweight Crypto

Even with the wide use of AES in everyday protocols (see Chapter 6 such as
Internet Protocol security (IPsec) and Transport Layer Security (TLS)), the de-
sire in recent years has been to standardize cryptographic ciphers that can trade
off strength with performance. One perceived use is for the Internet of Things
(IoT), but a similar motivation would possibly apply to future navigation sys-
tems. These new ciphers are often described as lightweight due to their lower
implementation complexity. We discuss the general construction for these ci-
phers and give some specific examples.

3.6.1 Add-Rotate-XOR Ciphers

One of the more interesting ideas in cryptographic design is the use of add-
rotate-XOR (ARX) ciphers, a term coined around 2008. The add operation is
modulo 2%, and the rotate function is left circular rotation, on /V bits; so x << 5
rotates left five places and x < -5 is a right circular shift by 5 (or x > 5). These
operations are simple in software, and their uniformity helps in implementa-
tion security. An early block cipher that used an ARX construction was Feal
[16], a Feistel cipher in the late 1980s, although every version has been badly
broken. The NIST Hash competition (see Chapter 4) included a finalist cipher
(Threefish [17]), which is an ARX cipher. We describe two ARX ciphers here:
ChaCha20 and Speck.

3.6.2 ChaCha20

ChaCha20 was developed by Daniel Bernstein [18] in 2007-2008 as a modifi-
cation to his previous work called Salsa. ChaCha20 has been selected by Google
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for web security and has been expanded to include authentication. ChaCha20
is a stream cipher. It uses a state defined as a matrix of 16 32-bit words. The
initial state S_; comprises fixed four 32-bit constants, the 256-bit key in eight
32-bit words, a 64-bit counter, and a 64-bit nonce, a randomly chosen number
that is used only once. The state update consists of several different functions
that use only the operations of add modulo 232, XOR, and rotate. Encryption
is performed by XOR of the plaintext with the state. Notice that the binary
addition operation is the only non-linear operation, since linear means with

respect to XOR.

3.6.3 Simon and Speck

Simon and Speck were designed by the National Security Agency (NSA) as
block ciphers for IoT applications [19, 20]. We mention two features that make
these algorithms worth considering. The first, which was articulated by Bruce
Schneier is that NSA key schedules are a/ways interesting [21]. The second is
that the algorithms have been criticized for lower security margins than, say
ChaCha20 (Section 3.6.2). The design team responded that the applications
warranted the lower margins due to application constraints [22]. The lower
margin was against an attack that is slightly better: a factor of 27 = 128 in time
with data complexity of > 21?7 in data than brute force [23] (this is a theoretical
attack, not anywhere near practical in either data or time). The reduced margins
show applicability to many IoT applications, and the design team specifically
mentions that fractions of a penny matter in the cost of some IoT items. For
many applications, this concern is true for satellite navigation user equipment,
especially when interpreted as power limitations. In navigation signal design,
this problem is sometimes known as the tyranny of the AA cell.

Simon and Speck have been adopted as Radio Frequency Identification
(RFID) standards by the International Standards Organization (ISO) as (Si-
mon) ISO/IEC 29167-21:2018 [24], (Speck) 1SO/29167-22 [25]. They are
simple algorithms; Simon is a Feistel design, and Speck is an ARX design with
two Feistel-style loops per round. They were designed with a variety of data and
key sizes, including some that are below the security threshold for preserving
the confidentiality after a session ends.

In the design document [19], the authors note that key sizes under 80
bits will not provide much security and should be used only for transient appli-
cations. This is an interesting acknowledgment that long-term confidentiality
may not be the main security goal in some applications. This observation ap-
plies to several of the methods for securing navigation ranging and data in this

book (Chapters 9 and 10).
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3.7 Cipher Modes

Our discussion of ciphers has focused naturally on the algorithms that take
a block of plaintext and encrypt it to a block of ciphertext. However, actual
data is almost never exactly a single block in length, which then begs the ques-
tion: how do we encrypt a larger amount of data? The answer is to use cipher
modes, which define the application of a series of calls to the encryption algo-
rithm. This section discusses several examples of cipher modes with a focus on
confidentiality-only goals; see [26, 27]. Some cipher modes are also used for
authentication, which is discussed in Chapter 4. Excellent sources for a few
more common modes are found in [14, 28].

3.71 Overview

All cipher modes consist of a procedure to take a sequence of plaintext blocks
and produce a sequence of ciphertext blocks. How each ciphertext block de-
pends on the key and plaintext is, of course, where the modes differ in security,
complexity, and performance. The simplest and perhaps obvious choice of en-
crypting each block independently is called eleczronic codebook (ECB) and is one
of the methods that we discuss. However, there are better methods that should
be used besides ECB, specifically counter mode (CTR) and CBC. In all our ex-
amples, the specific cipher is subsumed by the encryption notation (e.g., one
can assume AES as a default). While cipher modes have been around as long as
modern ciphers, their implementation sometimes have flaws that must be ac-
knowledged and mitigated when they matter. The NIST recommendations for
cipher modes is found in [26, 27], which are being updated as of this writing.

Padding
Cipher modes do not necessarily define how to handle padding.

The definition of cipher modes may assume that the data is an integral
number of blocks. When the data varies from that, it must be padded in some
way. Some software implementations will pad automatically (e.g., with zero-val-
ue bytes). Since decryption will produce the original data plus the pad, adding
arbitrary bytes at the end may or may not be an issue, depending on assump-
tions about the plaintext. A better solution is to prescribe a precise padding
procedure. Such a solution is used, for example, in the hash function standards
discussed in Chapter 4. An alternative to padding in some instances is cipher-
text stealing, which uses previously computed ciphertext to avoid padding (see
[14, 29]).

In the context of satellite navigation, and especially for applications for
confidentiality in-band in a navigation signal, the confidentiality cipher modes
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will likely play a significant role. That said, which cipher mode may vary de-
pending on trading off complexity with other traits.

3.7.2 Electronic Codebook

As mentioned, ECB mode is the natural cipher mode to consider. The mode
simply encrypts each plaintext block sequentially, as in Figure 3.2. If P}, P, ...
denote the sequence of plaintext blocks being encrypted with key X, then the
ciphertext blocks C}, C,, ... are given as

E.[P]=C, i=12,.. (3.6)
Decryption follows straightforwardly as
D.[C]=P, i=12,.. (3.7)

Because blocks are independent, the operations are highly parallelizable,
and there is no error propagation if, for example, a ciphertext block were re-
ceived in error.

ECB suffers from a traffic analysis flaw. Because the same plaintext always
encrypts to the same ciphertext, someone can discern when plaintext repeat
even with a secure cipher and key. This flaw can be readily illustrated pictori-
ally. Consider the images in Figure 3.8. The image on the left is encrypted using
two different cipher modes. ECB mode still allows one to discern the image of
the runner, even though the actual pixel data is ciphertext. The reason is that
the same plaintext in the background encrypts to the same ciphertext. This
flaw is a main reason why ECB is usually not recommended. As we see on the
right side, another ciphermode (CBC) does not have this issue when properly
implemented.

Our contention is that if plaintext does not repeat, say if it is random or
timed information, then the use of ECB could be fine. An example would be

Figure 3.8 Information leakage in ECB mode compared to CBC mode.
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key wrapping [30, 31] when a key is encrypted by a separate process. Similar
examples include encrypting a nonce to obtain a one-time use pseudorandom
block.

Pros for ECB:

* Errors do not propagate; an error in one ciphertext does not interfere
with the decryption of the subsequent blocks.

* The size of the data is not changed.

Cons for ECB:

* It can expose repetitions in data.

3.7.3 Counter Mode

CTR mode is the emulation of a one-time pad using a cipher. The idea is that
a counter is successively encrypted, and the result is XORed into the plaintext
to produce the ciphertext. The counter often includes a nonce as part of the
procedure. If the nonce-counter pair is agreed upon between the sender and the
receiver, then the ciphertext is the same size as the plaintext. If an agreement is
not made, then the nonce must be communicated to the receiver; generally, this
would be encrypted using ECB.
Using CTR;as the counter, we have

E [CTR]|®P=C, i=12,.. (3.8)
Decryption follows straightforwardly as
E [CTR]®C, =P, i=12,.. (3.9)

Notice that the decryption procedure still uses the encryption function of
the cipher. As with ECB, the blocks are independent, which means the opera-
tions are highly parallelizable and there is no error propagation. The output of
the encryption is often called the key stream. See Figure 3.9 for a schematic
view of encryption for CTR; decryption just follows by XOR-ing the ciphertext
with the key stream to obtain the plaintext.

For CTR mode to be an effective encryption, the combination of nonce
and counter must never be reused with the same key. To reuse the nonce-counter
would have the same issue as the reuse of a one-time pad. Because of this non-
reuse, CTR does not have the traffic analysis problem that ECB has: the same
plaintext block will not result in the same ciphertext block ever.
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Nonce, Counter Nonce, Counter + 1 Nonce, Counter + 2
| Key H Encryption | | Key H Encryption | | Key H Encryption |
Key Stream Key Stream Key Stream
Plaintext Plaintext Plaintext
Block 1 Block 2 Block 3
Ciphertext Ciphertext Ciphertext
Block 1 Block 2 Block 3

Figure 3.9 Encryption for counter mode.

A method similar to CTR is output feedback (OFB) mode, which also
constructs a key stream as a cipher. However, unlike CTR, the key stream has
dependencies in the key stream blocks. The process must be started by an ini-
tialization vector (IV), and the IV must never be reused. The best choice for an
IV would be a random nonce. If that cannot be agreed upon, it could again be
sent encrypted along with the ciphertext,

For OFB, let the key stream blocks be denoted by S, S5, ... Then E¢{IV]
=, and

E.[S.]=S, Ser=C, i=12,.. (3.10)
Decryption follows straightforwardly as
S®C =P, i=12... (3.11)

using the same process to generate the S,. Thus there is chaining in the key
stream blocks, which means the key stream cannot be created in parallel. Since
CTR is a simpler version of the same style of cipher mode, it is usually preferred.

Pros for CTR:

* Errors do not propagate;
* The size of the data is not changed;
* The key stream is not dependent on the data so it can be precomputed;

* There is no need for cipher-text-stealing, as CTR mode acts very much
like a stream cipher;

* Encryption and decryption are precisely the same as the encryption
mechanism is XOR;
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* CTR mode encryption and decryption is parallel.

Cons for CTR:

* Coordination of the nonce;

* Reuse of the nonce/counter is disastrous.

3.7.4 Cipher Block Chaining

The final cipher mode we discuss in this chapter is CBC, which in many circum-
stances is the preferred method of encrypting data. The idea is to start encryp-
tion with an IV, feed it into the first block, and chain the subsequent blocks. If
a nonrepeated IV is used, say a nonce, then encryption will produce ciphertext
that is always unrelated to the plaintext. The cost is that some schemes for the
IV will require an extra preencryption, that is, one extra ciphertext block to be
transmitted. Generally, this is not a problem, but this can be a disadvantage in
bandwidth-constrained situations and with short messages.
Let € be the IV. Then CBC encrypts by chaining the ciphertexts by

E.(Cc®r]=C, 12,.. (3.12)
Decryption follows straightforwardly as

D.cl®c. =p, 12,.. (3.13)
See Figures 3.10 and 3.11 for schematics of CBC encryption and

decryption.
Pros for CBC:

* Limited error propagation;

* Decryption can be done in parallel.

Plaintext Plaintext Plaintext
Block 1 Block 2 Block 3
Initialization N N N
Vector (IV)
| Key H Encryption | | Key H Encryption | | Key H Encryption |
Ciphertext Ciphertext Ciphertext
Block 1 Block 2 Block 3

Figure 3.10 Cipher block chaining encryption.
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Ciphertext Ciphertext Ciphertext

Block 1 Block 1 Block 3
| Key H Decryption | | Key H Decryption | | Key H Decryption |
Initialization A PN PN R
Vector (IV) v

Plaintext Plaintext Plaintext

Block 1 Block 1 Block 3

Figure 3.11 Cipher block chaining decryption.

Cons for CBC:

* Extends the message by one ciphertext (for the initialization vector);

¢ Sensitive to nonce reuse.

CBC encryption cannot be done in parallel, since the chaining depends
on the plaintext. CBC decryption can be parallelized if all the ciphertexts are
given, since the decryption for a given plaintext depends only on two con-
secutive ciphertexts. Error propagation is also contained: a single bit error in a
ciphertext will affect the current plaintext block and the subsequent plaintext

block.

3.1.5 Which Mode to Use?
It is difficult to give an answer to the question of which mode to use:

* CBC is often the recommendation choice using an encrypted IV. This
mode has the advantage that there may be little coordination needed
between the two parties.

* CTR is simpler, especially since any portion of the key stream can be
computed independently of any other, and yet we do not have to worry
about error propagation or traffic analysis.

* ECB suffers from the traffic analysis issue. But we feel it is a perfectly
viable choice for applications that are not prone to traffic analysis.

3.8 Steganography

The usual goal of cryptography is to keep a message secret between two parties.
Steganography has a similar goal of concealing a message between two parties.
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Both words mean hidden or concealed writing using two different words from
Greek. While cryptography obfuscates information, steganography hides the
information in some other media. The media in which the message is placed is
called the cover-work.

A related concept to steganography is watermarking. Various authors
draw different distinctions between the two concepts. One useful distinction
is that steganography hides a message in the cover-work that is unrelated to the
cover-work. On the other hand, watermarking content is specific to the cover-
work. Note that the definition of steganography requires that the message be
hidden; that is, not easily detected. The definition of watermarking says noth-
ing about the detection of the presence of the watermark in the cover-work we
are following [32].

In steganography, messages can be layered. The idea of layering would
be, for instance, to write an innocent letter, the cover-work, and then write in
invisible ink a second letter in the spaces. Simple examples are using skim milk
or lemon juice, which dry clear but are revealed with heat. Other examples of
using physical methods include using Morse code to modulate natural features,
such as blinking eyes or knots in fabric.

A more sophisticated example is the Bacon cipher, developed by Sir Fran-
cis Bacon. The idea was to use differences in the presentation to encode the
message, such as two typefaces or written scripts. The text is then broken into
groups of five letters, and shifts between the typefaces were used to encode the
message. Using five letters allows for 32 symbols by switching between two
typefaces, enough for English text. Other examples using writing include hav-
ing the message be the third word in each sentence in a longer message, and so
forth. Digital data allows greater possibilities for steganography. For example,
one could encode information in the least significant bits in digital media, such
as images or audio files.

These methods rely on only the intended party knowing of the existence
of an encoding message. If instead everyone is aware of the technique, say for
a Bacon-coded passage, then it is not steganographic but could act as a water-
mark. In this case, the watermark is asserting the authorship of the information.
Occasionally, authors add requirements that the watermark be imperceptible
or integral to the integrity of the cover-work. In trying to defeat intellectual
property theft, these goals seem natural, but they add requirements to the ap-
plication; an example is antipiracy of a movie.

The issue is that if a watermark is known, it can almost certainly be re-
moved. Mitigating this risk is an important concern for using watermarks for
navigation (i.e., in navigation signals). Since watermarks are intended to achieve
the goals of authenticity and integrity, we defer the discussion to Chapter 4.
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3.9 Foreshadowing: Navigation Examples

The two cipher uses, confidentiality and pseudorandomness, manifest in navi-
gation examples. For confidentiality, most uses in a satnav enterprise that re-
quire exclusivity will require encryption at some stages. Often this desire will be
accomplished using standard protocols (see Chapter 6). As such, the cryptogra-
phy used is straightforward.

The use of ciphers for pseudorandomness is also useful in navigation ap-
plications. Cipher-based spreading sequences, by nature, are pseudorandom;
this means uncorrelated and therefore they can be used in (or as) CDMA signals
(see Section 2.6). The unpredictability of these sequences allows the spreading
code to provide authentication of the spreading code and hence the signal to the
extent that the key can be kept uncompromised. This observation leads to the
usage of ciphers in spreading code markers (see Chapter 9).

3.10 Takeaways

A modern cipher, such as AES, transforms a plaintext block into a block of
ciphertext using a shared secret called a key. This process achieves confidential-
ity: knowing the ciphertext reveals no substantial information about the key
or plaintext even if the algorithm is known. Furthermore, knowing both the
plaintext and ciphertext and multiple such pairs yields no information about
the key. No information means that the only option is to brute force the key,
which for reasonable key sizes is computationally infeasible.

Ciphers can also be used to generate pseudorandom information. Such
information is both statistically random and unpredictable. This trait is useful
in navigation, specifically in generating spreading code features.

Cipher algorithms must be used with a cipher mode when data is longer
than a single block. The two main cipher modes to use are CTR or CBC; in
some special cases ECB may be viable.

Finally, the most common choice for a cipher is AES, although there
are several examples of lightweight ciphers that may be good choices in some
settings.

End Notes

1. Examples date back to ancient Egypt and Mesopotamia. An interesting example from
ancient Greece is the scytale, which is a tool used to implement a transposition cipher and
dates from the seventh century BCE. Examples were prevalent throughout the middle ages
and Renaissance, although often the methods were closer to steganography than ciphers
(see Section 3.8). Substitution ciphers are prominent in two famous short stories: Sherlock
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Holmes” “The Adventure of the Dancing Man” by Arthur Conan Doyle and “The Gold-
Bug” by Edgar Allan Poe.

There are many puzzle books and websites for cryptograms (e.g., www.cryptograms.org).

There are several helpful books on information theory with different emphases. McEliece
[33] introduces the subject with a focus on communication aspects, such as data com-
pression and error correction. Cover and Thomas’s book [34] is a good, rigorous treat-
ment with callouts to many applications, including gambling and stock market investing.
An advanced book on information-theoretic cryptography, with that title, is [35]. Finally,
MacKay [36] looks at information theory with a focus on inference and machine learning
applications.

Randomness is often defined formally in terms of probability spaces and random variables.
A different but related method concerns incompressibility. Intuitively, a random string can-
not be described smaller than its length. This concept can be made rigorous; see Li and
Vitnyi [37).

Related to defining randomness is testing it. A variety of randomness testing suites exist,
for example the NIST publication [38].

Textbooks on cryptography and block ciphers will discuss more sophisticated methods,
for example, [39]. Linear cryptanalysis looks to leverage linearity biases between the key,
plaintext, and ciphertexts. Slight biases can then be exploited. Differential cryptanalysis
looks at biases in differences between pairs of plaintext and ciphertext. Modern ciphers
will explicitly be designed to mitigate these attacks.

In a brute force of a key space of size 27, one expects on average to find the key in 277!
searches. This calculation assumes that the keys are equally likely. In the case when the
search space contains elements that have different likelihoods of occurring, then a natural
guessing entropy arises. The guessing entropy is just the expected search time, when the
search strategy is to look first at the most likely item, then the second most, and so on.
There are relationships between the guessing entropy and Shannon entropy.

The field of theoretical cryptography rigorously defines the complexity classes relevant to
cryptanalysis similar to complexity classes like B, NP, and so on, used in computer science
[40]. The relevance of this book is the relationship between classical and quantum com-
puting, which we explore in the appendix.

Claude Shannon’s importance in almost all aspects of the digital age cannot be overstated
(we are continually perplexed that he is not better known). To name a few examples be-
sides cryptography: Shannon did seminal work in showing Boolean algebra as the right
tool for simplifying digital circuits. The Shannon sampling theorem gives the conditions
for the equivalence of digital and analog signals. Shannon went on to develop a theory of
communication, documented in [4], information theory, and the mathematical approach
to the design of ciphers that we presented in this chapter [3].
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Hashing

The second main category of cryptographic algorithms is hashing. Hashes are
the authors’ favorite cryptographic methods because of the wide range of ap-
plications that utilize hashing to achieve the security goals of authentication and
integrity. Indeed, for satellite navigation, arguably, authentication and integrity
are the most important goals, and hashes are instrumental in many proposed
and implemented methods.

A hash function reduces a large amount of information down to a small
amount, also called a hash or fingerprint. There are many non-cryptographic
examples, such as parity checks or hashes into a database table. Cryptographic
hashes require that the functions obey rigid requirements with regard to their
one-way-ness and robustness with regard to collisions, defined as incidences
when items have the same hash. As with AES for ciphers, there are some well-
established standards for hash functions, notably the standards for the SHA-2
family and the relatively new SHA-3 (SHA stands for secure hash algorithm).

Hash functions by themselves do not use a shared key as ciphers do. How-
ever, the presence of a shared key does allow for further security goals through
the creation of keyed hashes, an example being message authentication codes
(MACs). Examples of MACs include the hash-based message authentication
code (HMAC) standard and the use of ciphers to create MACs. MACs can be
used to establish both the integrity and authenticity of the data (i.e., that the
data has not been modified and it originates from the correct source).

This chapter delves into several applications of hash functions. As men-
tioned, hash functions can be used as digital fingerprints, essentially distill-
ing all the information in the input to a small snippet. The one-way notion
of hash functions suggest chaining the function (i.e., repeated applications of
hashing), which yields dependencies on previous hashes. Such hash chains have
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important uses—perhaps most recognizable is their use in blockchains. The
one-way nature of hash functions also yields a useful concept of bir commitment,
which basically cements information before it is revealed. Hash chains and bit-
commitment find their uses in satellite navigation, one example of which is the
Timed Efficient Stream Loss-1olerant Authentication (TESLA) protocol, which
we describe in general terms in this chapter before detailing its specific uses in
Chapters 8 and 10.

41 Hash Functions and Their Goals

A hash function reduces some amount of data to a smaller amount, also called
the hash (see Figure 4.1). The hash function takes all the data to produce a rela-
tively small hash. For example, a large software repository may be reduced to a
32-byte long hash. There is no notion of piecing together a single hash func-
tion operation to handle larger amounts of data, as is the case with ciphers and
cipher modes; the piecing together is integral to the hash function. A variety of
terms are used for the output besides hash, such as digest and fingerprint.

Our focus is on cryptographic hashes, which satisfy the specific goals
listed below. Intuitively, we want the hash to be bound to the data so that
any change in the hash indicates a change in the data. In addition, we want it
to be difficult to find multiple data that produce the same hash. These traits
mean that someone can verify that the information has not been modified if the
hash of that information matches the given hash. In this way we achieve integ-
rity. If the hash is given before the data is known, then we have authenticated
the data when the hash is subsequently verified; that is called bit commitment
and expanded on later. A common use of cryptographic hashes is as digests for
software downloads, where the hash can be used to verify the integrity of the
download.

Noncryptographic hashes include functions like parity checks and cyclic
redundancy checks (CRCs).! Their purpose is to distill the information into
a small hash in an efficient manner, often with other provable properties, like

| Input Data |

\
| Hash Function |

\

| Hash I

Figure 4.1 General hash function.



Hashing 79

error detection. Interestingly, one can use these noncryptographic functions to
create cryptographic hashes in a method called universal hashing.?

When a cryptographic hash is used as a fingerprint of the data, often
called a message digest, it should have the following properties:

Distinguished: 1f two message digests are equal, then their inputs should
be equal. Note that uniqueness is up to a random chance governed by the
hash sizes.

Nonforgeable: This property is a corollary of uniqueness (i.e., different in-
puts cannot be found that produced the same message digest).

Integrity: Any changes in the input should be indicated by a mismatch in
the message digest.

Efficiency: The goal of a fingerprint is to have a succinct representation of
the input, which means it must be easy to compute and as small in size as
the security goals allow.

The rest of subsection elaborates on these properties in terms of more
formal definitions.

411 Preimage Resistance

The first goal for a cryptographic hash is that it should be one-way (i.e., it
should not be easy to find anything that hashes to a given hash). This is the
uniqueness property—that the hash essentially identifies the input. This goal is
formalized as follow:

Preimage Resistance
Given a hash function H(:) and a hash value y, it should be computationally
difficult to find a value x such that H(x) = .

Suppose the hash y is 7 bits long. Then preimage resistance says that it is
too difficult to find any input—of any length—that hashes to that n-bit value.
If the data input is restricted to N bits, then on average we expect 2"V-" possible
inputs, for example, N=1024 and » =256 implies 2768 possible inputs on aver-
age that would hash to the given value. A good cryptographic hash means that
finding even one of these is practically impossible.

We could always brute force to find such an input. That would take on
average 2" computations, since each try has a 1/2” possibility of succeeding.
Thus the length of the hash would seemingly dictate its strength, similar to how
the length of a key dictates the strength of a cipher. However, as we see next, in

fact the strength of a hash is defined by half its length, 7/2.
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41.2 Collisions

We first define the other two main cryptographic goals for hashes. Both these
goals relate to collisions, the idea of having two separate inputs that produce
the same hash. Protecting against collisions relates to the properties of being
nonforgeable.

The first goal pertains to finding a second input that matches a given in-
put/hash pair. Violating this goal means we have a collision for the given hash.

Weak Collision Property
Given a hash function with H(x,) = y, it is difficult to find another x,
with H(x,)=y

The second goal says that it is difficult to find any collision pair.

Strong Collision Property
It is difficult to find any pair x; and x, with H(x))= H(x,).

Note that it is possible to have the weak collision property without the
strong collision. That is, suppose it is difficult given H(x)= y to find a differ-
ent preimage of y. It could conceivably be possible to find some pair that col-
lide without their hashes being specified. In other words, the strong collision
property implies the weak collision property: if we do not satisfy weak collision
property, then we can find a collision, which means that we cannot satisfy the
strong collision property.

This discussion implicitly requires a notion of difficulty, which ulti-
mately is measured by how much work, like computer operations, are need-
ed for a desired effect; this concept is similar to our notion of brute force
for symmetric ciphers. If the hash is length 7, then the question is how long
does it take to find a collision pair? The answer turns out to be roughly 27/2,
which we derive next.

413 ABirthday Surprise

The problem of finding collisions relates to a well-used classroom example in
probability and cryptography classes: how many people are needed to be que-
ried before it is more likely than not that two people share the same birthday.
The answer is surprisingly quite small, namely only 23 people are needed (small
enough that this can be used as a classroom demonstration, although with vary-
ing success). The probability Prob(4) of a match among 4 random people is

Prob (k) =1—-(364/365)(363/365)...((365— k+1)/365) (4.1)
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Basically, we look at the probability of each new person not matching
any of the previous people, and the desired probability is 1 minus that. Figure
4.2 shows a plot of the likelihood of obtaining a match. The solid line plots
Prob(#). The circle is the point (23,0.5), which shows that it is more likely than
not that among 23 people, two people will share a birthday.

The natural question is how to extend this simple calculation to the case
of n-bit hashes. Equation (4.1) extends naturally to replacing 365 with 27,
There is an easy-to-derive approximation® given by

Prob (k) ~1—exp (%J (4.2)

where V= 2". Setting Prob(k) = 0.5 yields
k ~ 2N log(2) (4.3)

Thus, to get at least 50% success of finding a collision, about VN items
need to be checked. For an 7-bit hash, this means searching 272 This result
yields hash strength, which is that the strength of an 7-bit hash is taken to be
n/2 bits.
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Figure 4.2 Probability of a birthday match.
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Finally, notice that our calculation of Prob(#) is used to find the median
of finding collisions. There are results about finding the mean of the searching,
which is Ramanujan’s Q-function; see [1].

41.4 Other Properties

There are two more properties of hash functions that we state for completeness.
The first is that hash functions should exhibit the avalanche property, just as
ciphers do. This property relates to the desired integrity of a message digest.
Specifically, a single bit change in the input should yield hashes whose values
are essentially independent of each other. The avalanche function is related to
the collision properties, in the sense that if the avalanche property is violated
(i.e., a small change yields hash values that are close), then that seemingly offers
a more efficient path for finding collisions.

The second property is performance or efficiency. Hash functions form
important building blocks of many protocols, and so their operation should be
very efficient. As we see next with regard to constructions, many hash functions
standards use repeated elementary operations that can exploit the usual instruc-
tion sets.

4.2 Construction

In the same spirit of the general constructions for ciphers in Chapter 3, there
are some general constructions for cryptographic hashes. The first one we pres-
ent is the Merkle-Damgird construction, shown in Figure 4.3, first suggested
in [2]. The idea is that the input data, essentially of arbitrary length, is first
padded to become an integral number of blocks for the hash functions. The
pad is always added, even if the data was already an integral number of blocks.
Each block serves as input to a compression function F. The first block gets an
initialization vector defined by the algorithm; thereafter, each block receives the

| Input Data | Padding |

[ Bk1 | [BK2 | —+ - [ Bikn ]

\ \ /
N =t F ,F—>---—>F—’Final

Figure 4.3 Merkle-Damgard hash function construction.
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output of the proceeding call to F as its IV. After the last block, some finaliza-
tion may be performed to yield the hash value.

Merkle [3] and Damgard [4] independently showed that if the compres-
sion function F is collision free, then so is the whole hash function. This trait
thus reduces finding a good hash function to finding the function F. Contrast
this approach with ciphers, which are defined for a single block and then a
cipher mode must be chosen, with various choices and trade-offs, to encrypt
a set of data. This construction is used in the SHA-2 family of hash functions
discussed below.

The next general construction is the sponge construction, which is the
basis of SHA-3 [5]. The idea of a sponge construction is that it takes in an ar-
bitrary length input but can also produce an arbitrary length output. That trait
means the construction can do more than just produce a hash. For example, a
small input could be used to generate a long pseudorandom sequence using the
same process that is used to produce a hash.

The general construction is shown in Figure 4.4. The input data is padded
to create an integral number of 7-bit blocks. The value 7 is called the iz rate; it
relates to how much data is used at each step in the calculation. The value ¢ is
the capacity; this value is related to the strength of the process. Together the
7-bit and ¢-bit quantities make up the state that is continually acted on. This
action consists of XOR-ing the current block from the input data to the current
r-bit portion of the state. The state is then transformed to a new (r + ¢)-bit state
by the F function. The process begins with the all-zero state.

This process, called absorbing continues until all the input data blocks
are used. At that point, the squeezing portion of the algorithm begins, hence
the name “sponge construction.” At each stage of the squeezing operation, the
r-bit portion of the state serves as the output block. After the output, the state

| Input Data | Padding | |
I
: A T Coaz]
_ _ . — | —
I >-XOR > , N .
| || || (. ||
|
F F : F F
Cc o =1 I -1 =
|
|
State - _ : - — -
Absorbing I Squeezing

Figure 44 Sponge construction.
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is updated again as before although there is no extra input. This process contin-
ues for as long as desired (i.e., a single hash value can be produced or a longer
output stream). One virtue of this construction is the flexibility in the values of
rand ¢, as we will see in the SHA-3 description.

Finally, the Merkle-Damgard construction does beg the question if the
compression function can be made using ciphers. There have been several pro-
posals, one of which is the Davies—Meyer compression function F that acts on a
single block [6]. The construction is shown in Figure 4.5. The block represents
the portion of the input to the overall hash function. It acts as the key to the
single call of the encryption function (Enc). The values H; are the outputs of
encryption, with H,, representing the IV of the process.

The interest in this construction is that it shows how one can leverage
encryption functions to produce hashes. That said, there are some limitations
for practical uses. Most modern ciphers have moderate-sized plaintext/cipher-
text sizes, such as 128 bits for AES. A 128-bit hash is too small, since its level of
protection is only 128/2 = 64 bits.

421 SHA-2 Family

Similar to the standardization of ciphers with first DES and then AES, NIST
has standardized a family of SHA. The first example is SHA-0 (1993), which
was quickly replaced with SHA-1 in 1995. SHA-1 uses a 160-bit hash and was
the common choice of hash algorithms along with MD5 until both succumbed
to serious flaws.* SHA-1 has been deprecated essentially since 2010 and should
not be used.

The SHA-2 family is currently under use and recommended. It is a set of
related algorithms with different parameter sizes, and the hash algorithms are
denoted with the hash size (i.e., SHA-256, SHA-384, and SHA-512). They are
defined together in NIST FIPS PUB 180-4 [7]. Since the strength of the hash
is given as half the hash size, the three main SHA-2 algorithms have crypto-
graphic strength equal to half the sizes of 256, 384, 512; that is, 128, 192, 256,
respectively. Those strengths put them in line with the strength of the three
flavors of AES.

Block

;

Hi_1 ‘j Enc |—XOR —= Hi

Figure 45 Davies-Meyer compression function construction.
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The SHA-2 algorithms use a Merkle-Damgérd construction in Figure
4.3. The block size varies by the algorithm. A padding is always provided even
if the data is a multiple of the block size. The fundamental difference between
the algorithms is with the compression function.

For concreteness we focus on SHA-512, which uses 1024-bit blocks. The
compression function consists of the application of the procedure shown in
Figure 4.6 applied over 80 rounds. The state is a set of eight registers, whose
lengths depend on the hash size. For SHA-512, that means eight 64-bit regis-
ters. This state is updated through the 80 rounds.

Figure 4.6 shows several other variables and functions that use the registers:

* The Wt 64-bit values are derived from the 1024-bit input for the block;

* The Kt 64-bit values are the fractional parts of the cube roots of the first
80 prime numbers;

* Addition is regular 64-bit binary addition ignoring the carry; that is,
modulo 264;

* The Choose function uses the first input (£) to bit-wise choose either
For G;

* The Majority function is bitwise majority vote of the A, B, and Cinputs;

* The two Sigma functions are the xor of three different circular shifts of
the input register.

Notice that only two registers are changed in each round, while the other
six registers are just shifts of the input registers. Our purpose in showing the
compression function in some detail is to show how elementary the actual op-
erations are.

As mentioned, the variation of the SHA-2 family allows one to tailor se-
curity and performance (see Table 4.1).

Registers Input
LAfelc|ofe]Frfo]H]

Temp1 =W, +K;+H + Choose (E, F, G) + Sigma1(E)
Temp2 = Temp1 + Majority(A, B, C) + Sigma0(A)

Registers Qutput

Temp2| A | B | ¢ |T®™P ¢ F | 6
+D

Figure 4.6 SHA-512 compression function.
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Table 4.1
The SHA-2 Family of Hash Functions
Hash Block Number
Name Size Size State  of Rounds
SHA-1 (deprecated) 160 512 5x32 80
SHA-256 256 512 8x32 64
SHA-384 384 1024 8x64 80
SHA-512 512 1024 8x64 80

Table 4.2 shows a benchmark for the SHA-2 algorithms similar to the
AES benchmarks in Table 3.4 using one of the author’s laptop. Each algorithm
is applied multiple times to an input given by the column headings. The table
entries are the performance in terms of megabytes process per second. The im-
portant takeaway is how efficient the hash functions are, even for the larger
hash sizes. In particular, the use of SHA-256 over SHA-1 is comparable and

sometimes better.

422 SHA3

Because of the vulnerabilities in SHA-1, there were concerns in the early 2000s
that the SHA-2 family may also have vulnerabilities. As such, NIST sponsored
a hash function competition to create a hash function that was dissimilar to
SHA-2. The initial submissions were accepted in 2008, and the winner, Keccak,
was announced on October 2, 2012.

Keccak was designed by Guido Bertoni, Joan Daemen, Michaél Peeters,
and Gilles Van Assche (note that Daemen also codesigned AES). As with Rijn-
dael and AES, Keccak is synonymous with SHA-3. Note that no vulnerabilities
have been found in SHA-2, and it is still reccommended. SHA-3 provides an
alternative hash function with tunable properties.

Keccak uses a sponge construction discussed above in Figure 4.4. The
main permutation function is a little too involved to present here [5, 8]. Its
computation only uses XOR, AND, and NOT operations. The main state is a

Table 4.2
SHA-2 Execution Time
Data Size

1024 8192 16384
Hash 16 bytes 64 bytes 256 bytes hytes bytes bytes
SHA-1 (deprecated)| 304MB/s  886MB/s ~ 1635MB/s 2187MB/s 2409MB/s 2455MB/s
SHA-256 307MB/s  753MB/s  1505MB/s 2469MB/s 3171MB/s 3395MB/s
SHA-512 75MB/s 368MB/s  505MB/s  842MB/s  961MB/s  986MB/s
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5 X 5 X 64 array (1600 bits), arranged as a three-dimensional array of rows (x),
columns (y), and lanes (z). An x-y section is a slice, an x-z section is a plane,
and a y-z section is a sheet [5]. The permutation function, f, consists of various
operations on subarrays. The only nonlinearity is an AND operation. The tun-
ability comes from choosing the rate  and capacity ¢ in Figure 4.4. Possibilities
are shown in Table 4.3.

Table 4.4 shows a benchmark for some SHA-3 algorithms similar to the
SHA-2 family in Table 4.2. Each algorithm is applied multiple times to an
input given by the column headings. The table entries are the performance in
terms of megabytes processed per second. The important takeaway is that SHA-
3 is also efficient with less throughput variation due to input size. However, it
is often slower than comparable SHA-2 hash functions.

4.3 Message Authentication Codes

Cryptographic hash functions are defined without using a key. Hence, anyone
given the input data can compute the hash. This trait is an important feature, as
it allows for using hashes as a fingerprint that is uniquely and securely bound to
the data up to the computational strength of the hash, yet anyone can verify the
fingerprint. In this way, hashes give inzegrity of the data, based on the various
properties prescribed in Section 4.1.

Related to integrity is the notion of authentication, which is the desire to
state that not only has the data not been changed, but in fact it was generated
by a specific party. One approach for authentication is a MAC, which uses cryp-
tographic hash functions along with a shared key (the other approach is to use

Table 4.3
SHA-3 Hash Function Options
Name Hash Size Rate r Capacity ¢
SHA3-256 256 1088 512
SHA3-384 384 832 768
SHA3-512 512 576 1024
Table 4.4
SHA-3 Execution Time
Data Size
1024 8192 16384
Hash 16 bytes 64 bytes 256 bytes bytes bytes bytes

SHA3-256 | 31MB/s 125MB/s  323MB/s  415MB/s  5001MB/s 5105MB/s
SHA3-512 | 311MB/s  126MB/s  186MB/s  199MB/s  220MB/s  216MB/s
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a digital signature, which we discuss in Chapter 5). Note the unfortunate use
of the term MAC, which should not be confused with the widely used “media
access control”; that latter concept will not be needed much in this book and
will be called out explicitly when it is used.

The general view of a MAC is shown in Figure 4.7. The generation is
similar to the generation of a cryptographic hash as in Figure 4.1, except that
a shared key is used in generation. To verify a MAC, the exact same generation
procedure needs to be performed to obtain a version of the MAC that is com-
pared against the received version. This generation needs to have access to the
same key. If the two MACs match (completely), then one has confirmed not
only integrity of the data but that someone in possession of the key generated
the MAC. Thus, we obtain authentication up to those parties that share the key.

One virtue of using a MAC is that only a portion of the MAC needs to
be used for the procedure. For example, one could use only the lower 128 bits
of a 512-bit hash as the MAC. The verifier computes the whole 512-bit MAC,
and then just checks the requisite 128 bits. This flexibility is useful in various
protocol settings where bit lengths need to be tunable. This trait is not possible
with digital signatures. Of course, smaller MACs would be more vulnerable to

birthday-type attacks.

4.3.1 What Doesn't Work

We mention two approaches for using a key with a hash that may not work.
First, consider the procedure

MAC = Hash (key" data) (4.4)

The issue is that depending on the hash function, it will be possible to ex-
tend the data and obtain a legitimate MAC without knowing the key. This pos-
sibility then violates the authentication goal that we want the MAC to achieve.

The second approach that does not work is

| Input Data [ | Input Data [

_>| MAC Function | [Key —|  MAC Function |

|NIAC| |NIAC| ?7-9

Generation Verification

Figure 4.7 General message authentication code.
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MAC = Hash (data" key) (4.5)

This example is not prone to length extension, because the key is used
last. The issue now is one of collisions. If data, and data, yield collisions when
hashed, then they may yield collisions when the MACs are computed, again
depending on the hash function. That trait again violates the desired security
goals.

We mention these two examples to show that sometimes seemingly obvi-
ous methods to extend cryptographic functions may be very vulnerable.

432 Hash-Based Message Authentication Code

Fortunately, HMAC is a method that is almost as easy to state as the previous
two failed attempts. It is defined for any cryptographic hash function. This al-
gorithm dates from 1996 and is standardized in [9]. It is very secure as long as
appropriate key sizes and hash algorithms are used.

The algorithm is simply given as

HMAC = Halsh((](+ @ opﬂd)" Hash((K+ ® Z)WWZ)" data)) (4.6)

Here K+ is the shared key extended with zeros (or hashed and truncated)
to get to the hash function block size. The values ipad or opad are, respectively,
the bytes 0x5c and 0x36 repeated to the block size. The hash function is versa-
tile, but in practice is SHA-2 or SHA-3.

HMAC only requires that the hash function be called three more times
on an input of the block size than computing just Hash(data). That extra com-
putation is not meaningful for large data sets, and even for small data sets, the
efficiency of the hash functions means that HMAC can be used without wor-
rying about performance.

4.4 Ciphers and Authentication

We have seen ciphers as a possible way to create a hash function, basically by
implementing the necessary compression function. In this section, we further
explore the relationship of ciphers and hash by using ciphers to create MACs
and achieving authentication. We first look at cipher modes that are designed
to create MAC:s; this field is perhaps surprisingly dynamic. Second, we discuss
the concept of an authenticated cipher, which combines both confidentiality
and authentication and offers a brief look at Ascon, the new standard for au-
thenticated ciphers.
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441 Cipher Modes

Recall the CBC cipher mode from Section 3.7. A natural thought for obtaining
a MAC is to use the last block of the cipher calculation. This process is shown
in Figure 4.8. The input is broken up into a set number of blocks of a size equal
to the plaintext/ciphertext block sizes. Starting with an IV of all zeros, each suc-
cessive ciphertext is xor-ed into the next block of input. The MAC is the last
block, and this process is called CBC-MAC. The motivation for CBC-MAC
is that the properties of a cipher should ensure the cryptographic hash goals.
For example, preimage resistance is precisely the goal of not being able to infer
anything about the plaintext from the ciphertext.

The issue is that authentication goals for the MAC may be violated with-
out breaking the cipher. For example, consider data that is one block long, so
that

CBCMAC, [msg] =E, [msg] =M 4.7)

Then it is easy to show that we can create a 2-block long message with the
same MAC, namely

CBCMAC, [msg”M ® msg] =M (4.8)

This fact shows that one can forge the MACs for some messages without
knowing the key.

Methods that are based on CBC-MAC can be made to work, and we
next show two cipher mode methods that do work: CTR with CBC-MAC
(CCM) and Galois counter mode (GCM). These are examples of authenticated

[k | [BK2] -

l
=1 I

Key | Key Key

Figure 48 CBC cipher mode and a possible MAC.
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encryption with associated data (AEAD), which allows for checking the au-
thentication of both the ciphertext and associated data. That said, the above
examples show that creating cipher modes that will also yield authentication
is subtle, and second, that one should refrain from creating such solutions
themselves.

44.2 Counter Mode with CBC-MAC

The first cipher mode geared to authentication is counter mode with cipher-
block-chaining message authentication code (CTR with CBC-MAC, known as
CCM). This mode was developed for wireless standards (IEEE 802.11-Wi-Fi)
and submitted to the IEEE and NIST in 2002/2003 [10, 11]. It requires 128-
bit plaintext blocks, and so is defined mainly for AES. The total number of uses
under the same key is limited to 2°! bytes of associated data and plaintext. See
the specification [12].

The mode both encrypts and authenticates. The plaintext is encrypted
with CTR mode. The blocks for the key stream use various flags, a nonce, and
a counter. The resulting cipher text is obtained by xor with the key stream.

For authentication, an optional amount of associated data is prefixed to
the input. This associated data is sent in the clear. The combined associated
data and input are then encrypted using CBC mode. The final block is the
MAC, which can be truncated to a desired length smaller than 128 if need be.
Decryption and verifying the MAC follow from CTR-mode decryption and
regenerating the MAC and comparing.

The algorithm requires two encryptions for each block of ciphertext gen-
erated; it is not parallelizable in either direction. It is provably secure under
the restriction of the number of blocks used [13]. Note that CCM does not
share the vulnerability that we mentioned with CBC-MAC above because of
the nonce prepending that is required.

Pros for CCM:
* Demonstrable security proof.

Cons for CCM:

* Not parallelizable;
* Inefficient, two ciphertexts are generated per plaintext;

* Complex details involving bit manipulation for the lengths of fields.
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443 Galois Counter Mode

Galois counter mode is another cipher mode that combines encryption and
authentication. GCM works by encrypting the data using CTR. In addition,
the ciphertext blocks from the CTR encryption along with possibly some pre-
pended associated data are chained using a function that treats the input as
an element in GF(2!?8) (i.e., as a 128-bit binary polynomial). The output for
that process is the MAC. If only the MAC is desired, the method is called
GMAC. For a detailed explanation, see [8], and for the NIST specification, see
[14]. GCM is thus similar to CCM, except for the addition of the Galois field
operation.

There is a concrete security proof for AES-GCM [15]. The lower bounds
of the security proof have been demonstrated [16]. These bounds suggest is-
sues when smaller tags are used. The restriction on smaller tags is a problem for
applications such as IoT or satellite navigation, where data packets tend to be
small, and large tags represent increased overhead.

The NIST recommended algorithm is AES-GCM [14]. Careful consid-
eration should be used in the choice of the IV/Nonce, and NIST seems to be
revising specifications to provide guidance involving IV/Nonces selections [17].
One effort to reduce the sensitivity to the initialization vector is called GCM-
SIV for the synthetic initialization vector; the idea is to protect against possible
defects in the random nonce generation. In the long run, it does seem like
GCM-SIV should be preferred over GCM.

Pros for GCM:

* Parallelizable for both encryption and decryption;

* Fast operations for the authentication portion;

* There is a concrete security argument for AES-GCM [15];
e NIST standard available [14];

* Implementations are available in Internet Protocols (e.g., TLS 1.3).

Cons for GCM:

* Weak keys, if Ef,,(0'2%) = 0 then the authentication breaks down;
* Nonce reuse allows for various attacks;
¢ Size limitation of 64 GB;

* The lower bounds of the security proof have been demonstrated by Fer-
guson [16], and Ferguson’s argument indicates that smaller tags are not

good for AES-GCM;
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* The security argument limits the number of blocks to be processed to
232 if random values are used for the nonce.

444 Authenticated Ciphers

There has been a strong desire to have ciphers that have authentication essen-
tially built in authenticated encryption. There are many approaches; see [18]
for a comparison of six different modes for authenticated encryption. An inter-
national competition was created to find such ciphers, called Competition for
Authenticated Encryption: Security, Applicability, and Robustness (CAESAR).
Their focus is on three categories: lightweight applications, high-performance
applications, and defense-in-depth. This section discusses Ascon, which has
been selected by NIST [19, 20] as a lightweight cipher with AEAD.

Ascon is a substitution-permutation network based on the sponge con-
struction introduced by the SHA-3 family of hashes. Ascon acts on a 320-bit
state; when the state is represented as a column vector S, it has two parts, S, (the
“rate” portion) and S, (the capacity portion).

The rate portion interacts with the input blocks: plaintext or associated
data. For this reason, the rate portion is often referred to as the outer state, since
it faces out to the input. The capacity portion holds the residual randomness,
and is often referred to as the inner state. The Ascon’s authors’ recommendation

for blocksize (S,) is either 64 or 128 bits.

Pros for Ascon (adapted from [21]):

* Authenticated encryption and hashing using a single lightweight per-
mutation;

* Sponge-based modes of operation with a custom-tailored permutation;
* Provably secure mode with keyed finalization for additional robustness;
* Easy to implement in software and hardware;

* Lightweight for constrained devices: small state, simple permutation,
robust mode;

* Fast in hardware and software;
* Scalable for more conservative security or higher throughput;

* Key size equals tag size equal the security level: 128 bits recommended.
Cons for Ascon:

* There are not many cons to this new algorithm. As it is implemented,
some may emerge.
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4.5 Application: Digital Fingerprints

The rest of this chapter is devoted to applications. These applications illustrate
the usefulness of the various properties of cryptographic hash functions. The
first application is using the hash as a digital fingerprint and related concepts.
As Figure 4.1 indicates, the hash value somehow distills all the information in
the input.

Noncryptographic hashes can also perform this distillation. For example,
consider a CRC or a series of parity checks.! The result can identify the input
in the sense that say a single bit error is detected. A similar example is hash
functions used to insert a longer record into a database. There, the hash value
distills the record enough that it is hoped it is unlikely that two records hash to
the same value. These examples show how even noncryptographic hashes may
be able give some indication of modification in the input (e.g., an error in the
case of some error detection method). The issue is that the methods won't indi-
cate all such modifications. If we desire more absolute integrity goals, we need

a cryptographic hash.

451 Message Digest

When a cryptographic hash function is used as in Figure 4.1, the result is often
called a message digest of the input. The first widely used message digest was
MDS5 designed by Rivest [22] (MD stands for “message digest”).* SHA-1 was
widely used, but that hash function likewise has problems. Currently, the SHA-
2 family is commonly used, with SHA-256, a 32-byte hash a specific choice.

To use a message digest to attest integrity means that one trusts the source
of the message digest. For example, the integrity of a software repository can
be determined by checking the message digest if one is sure of the source of the
message digest. Often, message digests from trusted sources are used to verify
the integrity of the information on other sites.

45.2 Secure Verification

The verification allowed from using cryptographic hash functions has an im-
portant application in the protection of passwords. A system needs to store the
shared secret—the password—of its users. Clearly it would be bad to store this
information in the clear. Instead, early on it was decided to store a hash of the
password, since knowing the hash would not yield information about the pass-
word from the preimage property.

But this naive approach has problems. If two users share a password, then
their hashes would be the same, and thus each would learn the password of
the other, especially since password files may not be otherwise protected. In
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addition, if one started computing the hashes of all possible passwords, then
one could just look up the hash value in the constructed list. This is a dictionary
attack; these attacks can be made more efficient using rainbow tables.>

The approach is improved by adding salt. Salt is information combined
with the password, say prepended. Random salt would mean that a dictionary
attack becomes problematic, assuming the salt is known only to the storage sys-
tem. In addition, a separate piece of salt should be used for each user to ensure
that no two stored hashes are the same. Note the implicit reliance on the hash
properties (i.e., the collision and avalanche properties).

453 Watermarking

The concept of fingerprint extends to other media. It is this extension that is
most relevant to the goals of navigation. In this case, the fingerprints are com-
monly called watermarks. The idea of the watermark is to embed the fingerprint
in the information. Sometimes we desire the watermark to be discernible, while
at other times the watermark may only be available to someone with hidden
knowledge; recall the discussion of steganography in Section 3.8. As with fin-
gerprints, the main goal is to obtain integrity. Authenticity is also achieved if
there is assurance as to who could have inserted the watermark.

The most familiar watermark to most people is on currency. For instance,
the U.S. $5 bill has a portrait of Abraham Lincoln, and to the right, on the face
of the bill, a ghostly image impressed into the bill of the same portrait. U.S.
currency, since before 2000, has had these watermarks on bills higher than $5
and in many denominations earlier. One presumes that this makes it difficult
to bleach the currency fabric and reprint it with a new, higher, denomination or
as a simple detection device, as this feature is hard to reproduce. Authenticity
is derived because the material is U.S. currency paper, and integrity is that the
denomination is correct.®

As mentioned, some authors add requirements that the watermark be im-
perceptible or integral to the integrity of the cover-work. In trying to defeat
intellectual property theft, these goals seem natural, but the most basic example
(e.g., money) shows that these are added requirements of an application rather
than integral to the application. For example, there are watermarks in digital
media to prevent DVDs from being pirated and sold outside legitimate chan-
nels. These are almost always detectable, and the cat and mouse game against
pirates is ongoing (a nice discussion of this can be found in [23]).

The challenge is that often if a watermark is known, it is vulnerable to
removal. Overcoming this challenge is central for watermarking navigation sig-
nals. That said, in the context of navigation signals, detecting tampering with
a signal is a goal of watermarking, and so a watermark that is removed has still
done its job.
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4.6 Application: Chains, Trees, and Blockchain

A cryptographic hash function abstractly is a function H(x) = y, where x is
the input (or arbitrary length) and y is the hash or a truncation of the hash.
A very useful building block in many protocols is the repeated application of
this function, such as, H(H(x)),H(H(H(x))). Such an application creates a hash
chain. Furthermore, this concept can be extended to consider applications like
H(H(x,) || H(x,)), and so forth. This idea leads to Merkle trees or hash trees. Fi-
nally, we give a brief introduction to blockchain and the roles hash chains play.

46.1 Hash Chains

As stated, a hash chain is formed by repeated application of the hash function
H. Suppose we begin with a value x;, and form a chain of values with x; =
H(x; ), for 1 <7< n. This chain can be represented graphically as

Xy —2—x —2—.. —Tsx (4.9)

The arrows represent the application of the hash function. The arrows are
necessarily one-way, by the preimage resistance property of the hash function.
That is, no information can be gained backwards. Often the A is omitted from
the notation if it is clear from context. Hash chains have some notable properties:

* Knowing any x; allows the computation of any x; with j > i.

* If we are assured of the validity of any x;, then we are assured of the va-
lidity of the whole chain. For j > i, this assurance follows from the first
bullet. For j < i, note that the collision resistance properties of the hash
function means that it is highly unlikely that another possible value for
the antecedent could have been found, and thus by induction all of the

previous x; are validated.

One example of how hash chains could be used is as one-time-use pass-
words. Suppose that a user generates a hash chain as in (4.9). The user gives x,
to a system that they wish to access. To access, they provide x,,_;, and the system
confirms that H(x,_ ;)= x,. Once validated, the system discards x, and stores x,,_,
for the next usage, which will require the user to furnish x,_,, and so on. Thus
the user has 7 uses of the system using a credential that is good for only one
time. This example also is another illustration of bit commitment, discussed in
Section 4.7.



Hashing 97

46.2 Merkle Trees

The chain idea extends to a treelike structure as shown in Figure 4.9. Merkle
patented the concept in 1979 (U.S. patent number 4309569A). The central
idea is to divide the data of interest into separate chunks (i.e., X),...X; in the
figure and in general 2%). The leaf nodes of the trees get the value H(x,) through
H(x;). The remaining nodes are defined using

parent = H (H (child), | & (child), ) (4.10)

That is, in the figure, Hy, is the hash of H(x,) and H(x,) concatenated
together. The process continues until the root of the tree is reached. The useful-
ness of a Merkle tree lies in the fact that the hash of the root node ensures the
integrity of all the data: any change in an x; changes all the hashes of its parents
up the tree.

To create the hash tree, there is the overhead of having to compute double
the number of hashes. However, that overhead yields a useful property, namely
that if one of the x; values changes, only the hashes in the tree that it influ-
ences need be updated. That number is only the depth of the tree (i.e., the log
of the number of leaf nodes). In addition, the hash tree can be computed in
a distributed manner. That is, if two separate trees need to be combined, only
the respective root nodes need be hashed together to yield the root of the new
larger tree.

46.3 Blockchain and Cryptocurrency

One important use of Merkle trees is in blockchains. Indeed, for cryptogra-
phers, blockchain is basically the use of Merkle trees, which have been around
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Figure 49 Merkle tree construction.
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since 1979. Their current fame is their use in cryptocurrency applications, but
the core cryptographic feature is straightforward. Our discussion focuses on
that use.

One goal of any cryptocurrency is to be able to record all transactions in
a manner that can be verified while still obfuscating information. That is pre-
cisely the use of a hash function. This property is the creation of a secure ledger,
secure in the sense that once a transaction is recorded, it can’t be changed. The
ledger is often distributed, in that records of separate (families of) transactions
can be combined together. In bitcoin [24], the ledger for a given block of trans-
actions is frozen, and then combined with the next block of transactions. The
Merkle tree allows all of the transactions in a given block to be summarized as
the root of the tree, which is then combined with information like the nonce
mentioned below.

The above discussion explains blockchain, but does not touch all that is
needed for cryptocurrency. A full discussion is out of the scope of this book,
but we mention two important aspects. First, bitcoin introduced the concept
of mining to allow for decentralized creation of the blocks in the ledger that are
provably correct. This trait is accomplished by forcing the final hash value to
have a special property, say ending in 72 0s. By random chance, it would take
on average 2 applications of a hash function to find such a hash value. Those
applications are done by modifying a nonce that is combined with the hashes
of the ledger. If m is large enough, this computation requires a lot of work, and
furthermore, it becomes unlikely that two entities will produce the requisite
hash. Thus, mining is a way to show proof-of work, and the entity that per-
forms the work and expends the necessary energy doing so receives a reward.
But we stress that one can have blockchains (i.e., secure ledgers) without the
need for mining.

Second, our discussion does not talk about what a transaction is: how
one transfers an asset. That process involves using public key information (see
Chapter 5) to indicate ownership.

Does blockchain have an application to satellite navigation? There may
be uses in the enterprise, but probably not in the navigation signals themselves.

4.7 Application: Bit Commitment

The preimage property of cryptographic hashes enables a cryptographic pro-
tocol primitive of importance called bit commitment. We saw an example in
the previous section, where knowing the current stored hash value allowed one
to furnish the input to the hash as a password. This example shows the basic
concept: knowing the hash of data reveals nothing about the data. Furthermore,
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because of collision properties, knowing the hash also commits the data, be-
cause any change in the data would result in a different hash. Bit commitment
then is the idea of revealing some information that is later confirmed when
more information is revealed (see” for a noncryptographic example).

Our first example is a literal bit commitment, namely a way to digitally
toss a coin. One immediate idea would be for Alice to send Bob a hash of ei-
ther 1 or 0 (heads or tails). Alice can then tell Bob which she picked, and Bob
can confirm. The issue with this procedure, or protocol, is that there are only
two possible hash values, and so Bob could just precompute them. A better
procedure is for Alice to choose a nonce and compute either Hash(nonce || 0)
or Hash(nonce || 1). Afterward she reveals both the nonce and her choice. This
procedure can be refined easily by having both parties choose values and com-
mit to each other, and so forth.

This simple example can be extended in a few ways. For example, suppose
a file needs to be submitted by a certain time, but there is not enough band-
width to submit the whole file. Then submitting the hash of the file commits
the full file while being easier to transmit. Relatedly, bit commitment could be
used in secret auctions, say for a contract bid. Here, the file would consist of
the bid. As with the coin example, nonces could be used so that someone can’t
precompute all possible bid values.

The use of bit commitment is important in some navigation protocols,
such as Chimera and Timed Efficient Stream Loss-Tolerant Authentication
(TESLA). TESLA as a general protocol is discussed next.

4.8 Application: TESLA

The last application that we present is the 7ESLA protocol. TESLA is a meth-
od for authenticating a stream of data messages. TESLA dates from the early
2000s [25, 26]. Its motivation comes from the desire to authenticate a stream
of information like network packets (video stream, stock ticker, etc.), where
some packets may fail to arrive. Additionally, this authentication should be as
efficient as possible.

The main cryptographic components of TESLA are hash-based, which is
why we present the protocol here. The protocol also uses digital signatures to
achieve complete authentication. Digital signatures are described in the next
chapter; for our purposes here we just use the fact that a digital signature can be
verified by anyone with the right information, similar to a MAC, but only one
entity can create the signature, unlike a MAC. Digital signatures are much more
computationally inefficient than MACs, which is why TESLA was created as
opposed to just digitally signing each message.
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48.1 Mainldea

The overall structure of TESLA is shown in Figure 4.10. TESLA comprises four
main parts:

* A Stream of Data Messages. We assume that the data messages are in a
well-defined sequence.

* A Hash Chain of Keys. A sequence of keys is generated using a hash chain.

* Message Authentication through MACs. Each message is authenticated by
a MAC, where the key used is revealed in the next message.

* Occasional Digital Signature. A digital signature is used to sign some
message Or messages.

The following sections elaborate on these components. The protocol is de-
scribed initially from the perspective of the creator of the TESLA protocol (e.g.,
the transmitter). The actions of the recipient are mentioned where appropriate.

48.2 Data Stream

The stream of data messages is well-defined, in the sense the protocol needs to
know the number of data messages. The content does not need to be known
until the messages are transmitted. Let NV be the number of messages.

No assumption is made about the formatting, except that it should be
clear where a received message falls in the sequence of messages. Our illustration
will imply that the messages are the same sizes, but there is nothing to prescribe

MSG o MSG MSG MSG MSG MSG . MSG
0 k-2 k-1 k k+1 k+2 N-1
Key k-1 used for * Data for Message k ' Keyksentin next
previous message ', MAC of Message k, using Key k message
' Key k-1
Hash Chain
Key Key Key Key Key
¢ € & 0 € 0 ) s

Figure 410 Overview of the TESLA protocol.
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that. There should be room in the message to accommodate the MAC and key
information shown in Figure 4.10.

4.8.3 Hash Chain of Keys

A sequence of keys is generated using a cryptographic hash method A. The keys
are denoted by

Ky~ 5K, — s K, (4.11)

N-1 N-2

The key K, is called the TESLA roor key. The property that any K can be

derived from K] if j 2 i will be important. In particular, knowing any key allows
one to compute the TESLA root key. The key Ky, is the TESLA start key, since
it is the initial key in the chain.

484 Message Stream and MACs

The heart of the TESLA protocol is in the authentication of the messages using a
MAC. We present the general construction first and then handle the edge cases.
In Figure 4.10, a generic message with index i gets two pieces of information:

* A MAC of the message using the key K. At this point, only the trans-
mitter knows K.

* The key K;_;, which was used for the MAC in the previous message.

On reception of a message, a receiver can use the added information as
the following:

* Verify the contents of message indexed 7 - 1 using key X ;.

* Save the contents of message index 7 until Xj is sent in the next message.

There are two edge cases that need to be defined further. For message
index 0, it will contain the MAC using the key Kj,, but the key that it includes
needs to be the key K)_; for the previous TESLA chain. For the last message in-
dex N, the key K)y_; it uses for its MAC must be sent in the first message index
0 in the next TESLA chain.

485 Authentication via Digital Signatures

The chain of MACs with later-revealed keys that form the TESLA protocol
serve to authenticate all the data messages, with the slight delay of waiting for
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the next message. However, that does not prevent someone from creating a
whole fake TESLA chain and message stream. To combat that issue, TESLA re-
quires that some K be digitally signed by the entity who is creating the TESLA
chain. It does not matter which K] is signed, since that will authenticate the
whole hash chain, and thus all the messages, by the discussion on hash chains
above.

486 Properties

We outline the properties of TESLA in terms of its name:

* Timed: The security of the TESLA protocol depends on the bit commit-
ment inherent in the later reveal of the key used for a MAC. If this key
were to appear before the message, then anyone who learned that key
could create a fake message with a valid MAC. Thus the security proof
in [24] is based on the prescribed delay between messages. To use this
protocol in practice, such a constraint on messages needs to be observed
or otherwise dealt with, for example, by ignoring a message if it arrives
after another.

* Efficient: The use of MAC:s instead of digital signatures allows for a bet-
ter use of data for authentication. Not only are fewer bits needed, often
at least by a factor of two, but MAC algorithms are much more compu-
tationally efficient than digital signatures. We show benchmark results

in Chapter 5.

* Stream: TESLA authenticates a whole stream of messages, not just a
single one. The interdependencies means that an adversary cannot focus
on a single message for spoofing, or repeat messages.

* Loss-Tolerant: Authenticating a whole stream of messages would be
problematic if, say, we were to send a single MAC for the whole stream,
because the loss of any one message would deter the verification of the
MAC. Instead, TESLA tolerates the loss of a message by allowing for
later messages to still yield the keying information needed to authenti-
cate through the hash chain of keys.

* Authentication: TESLA lives up to its purpose: every message is poten-
tially authenticated, both by the MACs and ultimately by the signature
of the transmitter that validates the whole stream.
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49 Foreshadowing: Navigation

Hashes and similar constructs have widespread use in satellite navigation be-
cause of their emphasis on integrity and authentication. We discuss these uses
more thoroughly in Part III. For example, any authentication of data ultimately
uses a cryptographic hash. In some cases, this is through the use of MACs, as in
using TESLA. At other times, authentication comes from using digital signa-
tures, and cryptographic hashes are a core piece of signing algorithms, as we’ll
see in the next chapter.

Signal authentication is not as straightforward as data authentication.
When the transmitter and receiver share a key, then ciphers can be used as
mentioned in Chapter 3 to create encrypted spreading codes for CDMA (see
Chapter 9). But when no shared key is practical, as is the case with open ser-
vices, then methods based on bit commitment are useful. One example is Chi-
mera (Chapter 10), where the spreading code features are added to a signal
using a post application revealed key. Such revealing is, of course, how TESLA
also functions.

Our final example is more in the spirit of how hashes are used as digital
fingerprints. The goal is to have something analogous to a identifying a naviga-
tion radio transmitter (radio fingerprinting), which is called specific emitter
identification (SEI). Most of the techniques for identifying a particular radio
transmitter, are based on the peculiarities of the analog portions of the transmit-
ter. These methods date at least to WWII. Some of these include the identifica-
tion of Morse code operators by their “style.”

The techniques are based on the subtle and occasionally not-so-subtle
variations of each transmitter [27, 28]. The issue with this technique for satel-
lite navigation is not that the transmitters don't have these features, but as was
discussed in Chapter 2, the reception of navigation signals uses correlation (see
Section 2.6) and this averaging tends to wipe out the fine features needed for
fingerprinting. Furthermore, SEI techniques tend to be computationally in-
tense [29], which is not a useful for low power user equipment. The goal of SEI
leaves open the design of artifacts that can be injected into the signal that could
be easily detected, yet at the same time, they must not be easy to replicate. We
discuss one possibility in Section 9.4.3.

410 Takeaways

Cryptographic hashes are an important workhorse for cryptography because
they are secure one-way functions that are computationally efficient. Such func-
tions are secure in the sense that no preimage can be efficiently found given
the hash value, and that finding collisions—two inputs that produce the same
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hash value—is likewise difficult. The strength of an 7-bit hash is /2 bits, which
serves as the analogy to the brute force strength of an 7-bit cipher. A hash of the
input data gives the integrity of that data; any modification of the input will
yield a hash value that only agrees randomly with the original hash. As such,
hashes can be used as digital fingerprints.

Cryptographic hash functions can be used to create MACs when it is pos-
sible to share a key. MACs give the same integrity benefits as hashes but also
give authentication, because only someone who possesses the shared key could
have created the MAC. Even when shared keys are problematic from a user base
perspective, methods that use bit commitment, such as TESLA, remain viable.

Repeated application of a hash function, in a chain or a tree, allow for
succinct integrity measures of a whole collection of data. Examples include the
use within cryptocurrency as the secure ledger and in TESLA, where the hash
chain allows for authenticating the stream of data.

End Notes

1. Asingle parity bit of a binary input is a simple way to reduce all the data to a small value.
Collecting several parity bits could serve to actually identify the input data. The issue
is that such a collection of parities is not like a fingerprint, it is more like a label. It is
relatively easy to construct different inputs with the same collection of parities. Indeed,
forward error correcting codes can correct some errors, but if too many errors occur, there
is ambiguity as to which input produced the parities.

2. The idea behind universal hashing [30] is to have simple, nonsecure functions such as
linear functions, that is, parity checks be leveraged in a secure manner. The way that is
accomplished is to choose the set of simple functions randomly, say using a nonce. In that
way, a new hash function could be used for each message, while getting the benefit of
easy-to-apply functions. Universal hashing has an advantageous feature in that the amount
of entropy leakage can be rigorously proved, which was used in the early development of
quantum key distribution algorithms [31].

3. We use the easy-to-see approximation that 1 - x < ¢, Therefore 1 - #/365 < exp(-4/365).
Equation (4.1) becomes

k=1

Prob (k) =1—1:[(1—j/365) (4.12)
>1- “ exp (- j/365) (4.13)
= 1-exp(~ (k(k-1)/(2+365))) (4.14)

Using & = 23 yields Prob(k) > 0.5. The result generalizes by changing 365 to any N,
from which it follows that the point where there is a 50% likelihood of having a match
goes as VN.

4. The MDS5 algorithm is a message-digest (MD) algorithm designed by Ron Rivest in 1991
[21]. It creates a 128-bit hash and was widely used until collision attacks were made ef-
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ficient in the mid-2000s. Indeed, finding MD5 collisions is so easy that it is a homework
problem in [32].

A rainbow table, in general, is a precomputation of the outputs of a cryptographic pro-
cess, usually a hash table. Consider the problem of guessing passwords from their hashes.
Rather than just compute all possibilities, a table can be constructed using a space-time
trade-off, where a secondary function is used to reduce a hash value to a possible pass-
word, which is then hashed, and reduced, and so on, resulting in a chain. If the start and
endpoint of the chains are stored, then any given hash can be looked up by recreating the
chain it is in. The “rainbows” aspect comes from having different colors of chains to be
more efficient in avoiding collisions in the search. See [33] for the initial take on rainbow
tables.

Currencies often have many security devices in them, for example, the United States [34].
One interesting trade-off is that the $1 and $2 U.S. bills dont have many of the more
sophisticated security features in them, such as, metallic strips, metallic printing, and an-
ticopy patterns.

Another example of bit-commitment is the Guy Fawkes protocol given in [35]. The idea is
that a criminal could make sure to get credit for a crime by asserting that they committed
the crime in a message and publishing the hash of the message ahead a time. Then, when
the crime is committed, the message is revealed. In this way, no information of what crime
is going to occur happens ahead of time, but the claim is still verified.
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Public Key Cryptography

This chapter focuses on the third type of cryptography, public key cryprography,
also known as asymmetric cryprography. Public key cryptography applies to the
similar security goals of confidentiality, integrity, and authentication. It does
so in methods that contrast with what we have seen for symmetric ciphers and
hashes, namely by separating the cryptographic material into two parts: one
private part, usually for a single entity, and one public part that is generally
available to anyone. This asymmetry is extremely useful, and public key cryp-
tography applies widely to situations where the participants cannot be assumed
to be trusted with shared information.

Public key cryptography has three main uses. The first use is encryption,
where anyone can encrypt information so that only a specific person can de-
crypt it. The second use is the dual idea: one person can sign information so
that anyone can verify the authenticity. The third use is key exchange: public-
key cryptography enables two entities without shared secret information to
agree on a secret key for use with traditional cryptography methods. Such a
use is important when initiating protocols, which we will see in Chapter 6.
These three categories of uses will be contrasted with shared-key methods when
appropriate.

The different uses of public key cryptography have spawned several well-
known algorithms; we give a few examples. Perhaps most familiar is Rivest—
Shamir—Adleman (RSA), based on the difficult problem of factoring integers.
Other methods use the difficult discrete logarithm problem, notably in the digi-
tal signature algorithm (DSA). The discrete logarithm problem also forms the
basis of the Diffie-Hellman key exchange algorithm. Public key cryptography
relies on computationally difficult problems. We defer a more general discus-
sion of what “computationally difficult” means to the appendix on quantum
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computing concepts because quantum computing has the potential of breaking
all of the previously mentioned algorithms, and thus, other methods based on
other hard problems are needed.

We discuss a few applications specific to public key algorithms, such as
novel uses of digital signatures. We describe some of the many aspects of pub-
lic key infrastructure (PKI), which supplies the enterprise support needed for
many protocols in Chapter 6. We do offer one protocol example in this chap-
ter, namely how secure email works, because secure email techniques yield a
nice way to unify the three main families of cryptographic methods. Final-
ly, as always, we foreshadow how public key cryptography applies to satellite
navigation.

5.1 Motivation and History

The motivation of public key cryptography is to remove the symmetry needed
in other methods. Symmetric ciphers require that all participant share the same
secret material (i.e., the key). That requirement puts a large trust burden in the
system; for example, it seemingly makes problematic the use of such methods
for navigation systems with billions of users, all of whom would need to share
and protect the same key. This point is not to say that ciphers and hashes are
not needed. Indeed their efficiencies make them the first choice when possible.
The protocols in Chapter 6 and the subsequent chapters will often have public
key methods as enablers to use shared key methods.

5.1.1 Physical Analogs

It may be helpful to think of physical analogs that cryptography works to enable
in the digital world. Symmetric methods are analogous to having a single lock
with distributed keys or combination. That analogy shows the good security
aspects but also exemplifies the explicit trust in all who possess the key. Hashing
has the physical analogue of the literal fingerprint: a single observable that can
be used for identification. Integrity manifests in the real world like seals that
indicate the presence of tampering. Finally, bit commitment likewise is used in
real life, in the form of sealed envelopes that are opened at a later date.

The physical analogs that public key solves are twofold. The first item is
the use of signatures to authenticate the signer, and by extension, such things
as notary stamps. Signatures have the strict property that only the signer should
be able to produce the signature, yet we want anyone to be able to verify it. The
second item is a locked box, like a suggestion box, where anyone can submit
something such that it is hidden to everyone else except the person who can
open the box. This chapter explores how to enable these two items in the digital
world.
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5.1.2 History

Declassified documents from Great Britain’s Government Communications
Headquarters (GCHQ) indicate that public key methods were known in the
1970s. For example, see the discussion in [1]. The main contributors to this
effort, Clifford Cocks, James Ellis, and Malcolm Williamson, were honored by
the NSA as 2021 Hall of Honor Inductees. The main algorithms that are being
used today came soon after, such as RSA, DSA, and Diffie-Hellman, which we
discuss as needed below.

5.2 Public Key Cryptography Goals

The goals for public key cryptography depend naturally on its uses, which we
define in the three main sections below. Public key cryptography uses two sepa-
rate pieces of cryptomaterial: a public key and a private key. In practice, these
items consist of more than just a key value but will include other metadata; for
simplicity we stick to the use of the word “key.” We emphasize two traits that
apply to all public key methods:

* Private Key: The private key material should be kept secret and only
known (nominally) to a single entity.

* Public Key: The public key material can be made known to anyone. No
information about the private key should be discerned from knowing
the public key. We stress that the word “key” in “public key” does not
imply that it is secret.

Our discussion of public key methods will use the usual two protagonists
Alice and Bob. They will often have different capabilities and goals.

52.1 Encryption

Using a public key for encryption is meant to establish the same confidentiality
goals as encrypting with symmetric key methods. The difference is that public
key cryptography is used to encrypt something to the holder of the private key
such that they and no one else can decrypt it. For example, suppose Bob wants
to encrypt something to Alice (Alice and Bob are the ubiquitous entities doing
cryptography). Using public key methods, Bob will not be able to decrypt (i.e.,
reverse the encryption process, once he encrypts it to Alice).

Consider Figure 5.1. Bob desires to encrypt plaintext to Alice. He does
this by using Alice’s public key along with a specific encryption procedure to
produce the ciphertext. Alice, on reception of the ciphertext, uses a decryption
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Bob Encrypts to Alice Alice Decrypts

| Plaintext | Ciphertext

Alice’s ! Alice's /
Public [ Encryption Private (- Decryption
Key Key

\ /

| Ciéhertext | | Plaintext |

Only Alice's Keys are Used

Figure 5.1 Public key encryption: Bob encrypting to Alice.

procedure along with her private key to recover the plaintext. Note that only
Alice’s keys are used in this process and that the only information Bob needs is
usually readily available, which is Alice’s public key. One example of this usage
is in secure email, where someone can encrypt email so that only the recipient
can read it (see Section 5.9).

Public key for encryption has the same goals as using ciphers:

* No information about the plaintext or private key should be discernible
from the ciphertext;

* Knowing the plaintext and ciphertext should reveal no information
about the private key even if many plaintext-ciphertext pairs are known.

These goals apply even with knowing the public key and algorithms in-
volved. In fact, as a general comment, algorithms are generally published, which
allows for vulnerabilities to be discovered more easily and fixed.

5.2.2 Signatures

Suppose that Bob wants to sign some input data, basically to ensure its integrity
and that it originated with him. Creating signatures are in some sense the op-
posite of the encryption procedure, in that the cryptographic material is used
in the opposite order.

Consider Figure 5.2, where Bob creates a signature. He first takes the
input data and hashes it using some cryptographic hash function. The resulting
hash is then used with Bob’s private key to create a signature using some signing
algorithm. That signature is now bound to the data, similar to a physical signa-
ture on a document. A hash is used to make the usually more computationally
expensive signature algorithm work on a smaller piece of data.
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Bob Signs Alice Verifies Signature
Input Data | Input Data
Hash Function Hash Function

Bob's Bob's
Private [ Signing Public [ Verfiying
Key Key

/ \

| Signature I | Yes/No Answer I

Only Bob's Keys are Used

Figure 5.2 Public key signing: Bob signs and anyone verifies.

When Alice receives the input data and signature, she verifies the signa-
ture by first repeating the hash generation from the input data. This hash is used
with a verification algorithm, Bob’s public key, and the signature to produce a
yes/no answer. Note also that this whole procedure only used Bob’s keys.

Compare this verification to verifying a MAC as in Figure 4.7. In that lat-
ter case, since both parties share the secret information, verification consist of
regenerating the MAC and then comparing the received MAC with the newly
generated MAC. That process cannot work for signatures, since Alice does not
know how to generate Bob’s signature. Thus, we need to create asymmetric
algorithms that permit only one person to generate the signature yet allow any-
one else to verify it. This point is important to stress: for shared key methods
like MAC:s, verification means regenerating the MAGs; for signatures, verifica-
tion needs a procedure that is separate from generation.

The goals of a digital signatures are authentication and integrity:

* Authentication means that one can identify the creator of the signature
if the signature is valid;

* Integrity means that the signature attests that the signed data has not

been modified.

Signing only the hash allows attesting to the integrity of the input data
using only the smaller hash.

Some sources may talk about signing in terms of “encrypting” with one’s
private key. We avoid that term in this book and will use the verb “signing”
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instead. The reason is that encrypt usually connotes keeping something secret,
and creating a signature does not produce something that is kept secret. On the
contrary, the point of the signature is so that anyone can verify it.

Finally, it is worth comparing signatures with MACs. Both are ways to
confirm authenticity and integrity of data, yet they have different uses.

MACs and Signatures

* A MAC is more computationally efficient as a rule, and has the added bene-
fit that a truncated portion of the MAC can be used instead of the full value.

* However, MAC:s require that all participants share the MAC-generating key.

* Signatures remove the trust concerns of sharing keys, since only the signing
entity has the key. In this way, signatures give nonrepudiation: the signer can-
not deny the signature once it is verified.

* However, digital signatures are computationally more burdensome, especial-
ly because they cannot be truncated and must be sent and used as a whole.

* Both MAC:s and signatures also need to take into account the birthday anal-

ysis for obtaining collisions. That means that the strength is related to the
size of the MAC or signature.

523 KeyExchange

The final use for public key cryptography is in key exchange. Here the idea is
for two parties to use each other’s public information to generate a shared key.
The purpose is that once a shared key is established, more efficient methods like
ciphers and MACs can be used. Indeed, a major trait of many cryptographic
protocols is to leverage public key methods just enough to then switch to shared
key methods. As an example, the TESLA protocol in Section 4.8 uses shared
key methods but also uses digital signatures.

Figure 5.3 shows a generic picture of the key exchange process. The pro-
cess assumes that Alice and Bob have private information that only they know.
This information is used to create public information. This information is not
the only public information: other information is assumed to be known to both
parties as needed, such as underlying algorithms and open parameters. After
each party receives the other’s public information, they combine it with their
public and private information in a way where both sides create the same shared
key. Clearly there is something special going on, since Alice and Bob obtain the
same shared key, even though neither knows the other’s private information.

We stress that in key exchange protocols, the confidentiality of the shared
key is a fundamental goal that is achieved by the methods even if the public
information is known. However, we likewise stress even more that the pro-
cess shown in Figure 5.3 does not in itself have authentication. That is, noth-
ing ensures that Alice and Bob are actually interacting with each other. Such



Public Key Cryptography 115

Alice's ;
Privato l=| Generate Public TN Shared Key
Key (Alice)
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- Bob's
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Shared Key [«] Private
7 (Bob) Key

Figure 5.3 Key exchange generic process.

authentication can also be obtained using public key cryptography (e.g., using
digital signatures).

This observation shows that several methods are needed to obtain all se-
curity goals, which will be pertinent in Chapter 6.

5.3 Math Foundations

This section describes the mathematical foundations for some public key meth-
ods. The mathematical techniques in the last two chapters show alternative
ways to achieve the methods. For ciphers, the techniques show alternatives to
creating confusion and diffusion by substitutions and permutations. For hash-
ing, the techniques create one-way functions that yield essentially no informa-
tion about the input. The crux to obtaining these techniques is to find math-
ematical problems that are difficult to solve, while at the same time permit an
easy solution if additional information is known.

In some cases, what is desired is a #rapdoor one-way function, which is a
function that is difficult to invert unless extra information is known. Some
public key methods are based on such functions. For example, RSA is based on
the difficulty of integer factoring, and knowing the pertinent factors is the trap-
door. On the other hand, discrete logarithm based schemes do not evidently
have a trapdoor.!

In this section, we present enough math background for both the factor-
ing and discrete logarithm based methods. The mathematics needed is basically
at the level of arithmetic, and we necessarily limit the discussion. The focus in
this section is on number theory; a good reference is [2].

5.3.1 Number Theory 101

We will work with integers modulo some integer m called the modulus. Modulo
in this context means the remainder of the integer when divided by the modu-
lus m, and it is written as mod 2, for example, 31 = 5 (mod 13). This means
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that 31 has a remainder of 5 when divided by 13. We note that we are not go-
ing to discuss the notion of equivalence classes usually used to make modulo
arithmetic precise; for our purposes we just a convenient representation of the
value modulo the number.

Arithmetic operations of addition, subtraction, and multiplication all be-
have as one would expect with modulo arithmetic. For example, adding and
subtracting multiples of the modulus does not change the relationship, so, for
example, -1 = 12 (mod 13). There are m possible remainders when dividing by
m, which we denote as

Z,={01,..,m—1} (5.1)

When we talk about Z ,, we assume the standard operations modulo 7.

The concept of division is a little trickier with modulo arithmetic. For
example, in Z 5, 3 - 5 = 0. That means that neither 3 nor 5 could have a
reciprocal in Z,,. However, there are numbers in Z ; that have reciprocals,
for example 2 - 8 = 1. Such numbers are called units, and the set of units
modulo 7 is denoted by Z,. In the example,

7,5 ={1,2,4,7,811,13,14} (5.2)

Euclid’s algorithm is an efficient method to find the greatest common
divisor (ged) of two numbers and can also be used to find reciprocals modulo
a number.?

The units are just those numbers that are relatively prime to the modulus;
that is, the gcd between the number and the modulus is 1. The total number
of units is Euler’s totient function denoted by ¢(m). In the example, p(15) = 8.
Calculating ¢ (m) is easy if the factorization of 7 is known.?

When 7 is a prime p, then every number between 1 and p - 1 inclusive is
relatively prime, and thus

Z*p ={1""’P_1} (53)

To emphasize: every nonzero number in Z , has a multiplicative inverse
or reciprocal. That means Z ,isa finite field, like the Galois field we saw in
Chapters 3 and 4.

We finish with three main facts we will use to prove some of the public
key methods.

Generator of a Prime
For any prime p, there is (at least) one element of Z;, g called a generator such
that the powers of g generate Z »
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For example,
7,={33=23=63=43 =53 =1} (5.4)

A prime can have multiple generators; in the example, 5 is also a genera-
tor. Generators are also called primitive roots. The existence of a generator says
that Z', is cyclic.*

Fermats Little Theorem
Given a prime p and generator g, then gf"l =1 (mod p). In fact, 7 l=1 (mod p)

for all nonzero x.

Euler’s Totient Theorem
Given an integer 72, then ¥ =1 (mod m) forallxe Z,

These two theorems mean that we can readily surmise the results for cer-
tain exponential calculations.

5.3.2 Hard Number Theory Problems

The factoring problem is to find the factors of an integer; the factors are unique.
For small numbers, the factorization is easily done in many mathematical pack-
ages. Once the number gets large, the time to factor increases, and the best
algorithms take more than polynomial time as a function of the bit-length of
the number. There are several methods listed in [2]. For example, the general
number sieve methods have the time to factor an integer 7 on the order of

exp(c (In n)l/3 (Inln n)m) (5.5)

(¢ a constant; observe that In 7 is just a multiple of the number of bits to repre-
sent 7). This function is much less than exponential, but still much larger than
polynomial.

The other hard problem of interest is the discrete logarithm problem.
This problem is defined in a finite field; for concreteness, consider Z , for a
prime p. Calculating y = x*(mod p) is easy to do even for large integers. The
efficient method is to do repeated squaring and multiplications based on the bi-
nary representation of 4. The discrete logarithm problem is to find 4 given x and
. If we were working with real numbers, one would just take the logarithm of
both sides of the equation. No simple method exists for a finite field, although
algorithms have been developed.

The discrete logarithm problem extends to the general case of a large cy-
clic structure defined by a generator, that is, {g, g2,¢7 ... }. Given an element,



118 Cryptography and Satellite Navigation

the question is to find the exponent of g. This setting is used in elliptic curves
(Section 5.5). The complexity of the discrete logarithm problem is also more
than polynomial but subexponential. One thing that makes discrete logarithm
methods attractive is that the parameter sizes can be smaller than factoring
based methods for the same cryptographic strength, where strength is defined
by the amount of effort to break the cryptography.

54 RSA

RSA takes its name from its developers, Ron Rivest, Adi Shamir, and Leonard
Adleman, and dates back to 1977 [3]. As such it is one of the earliest public
key algorithms, although the method was known a few years before based on
declassified data. A U.S. patent was granted to RSA for the algorithm in 1983,
and persisted for the prescribed 17 years until 2020. RSA is widely used in
many protocols.

5.4.1 Definition
RSA is based on the difficulty of factoring. The definition of the algorithm

comprises five integers, which are commonly specified as

* Two prime numbers p and ¢.

* Their product 7z = pq. The length of p and ¢ in bits determines the
strength of the RSA algorithm. For example, if each is 1024 bits, then 7
is 2048 bits, and one speaks of 2048-bit RSA.

* A number ¢, which is relatively prime to ¢(n) = (p - 1)(¢ - 1).
* The number 4 such that e/ =1 (mod ¢(#)).

There are efficient methods to create all of these parameters, (i.e., the large
primes and the value ). The value e is often chosen to be a simple form, such
as 216+ 1, if that works.

RSA Parameters: The public values in RSA are the values 7 and e. The
private values are p, ¢, and 4.

Given those parameters, encryption and decryption are defined by:

RSA Encryption: Choose a plaintext message M considered as an integer
modulo 7. Then the ciphertext integer C is defined by

C=M*(modn) (5.6)
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RSA Decryption: Given the ciphertext integer C, the plaintext message M
is computed as

M=cC’ (mod ) (5.7)

The exponents ¢ and 4 in the RSA algorithm stand for encrypt and de-
crypt, respectively.

We offer a numerical example. Let the primes be p = 10223 and ¢4 =
10243. Compute 7=pg= 104714189 and ¢(n) = 10222 - 10242 = 104693724
Choose ¢ =216+ 1. Then 4 = 12754241. To encrypt a message, we would con-
vert the message into a number less than 7. For example, if the message is M =
2024, then

C=M*=2024""" (mod104714189) = 21769398
Checking decryption

C =M =21769398""" (mod104714189) = 2024

5.4.2 Justification

The proof that RSA works comes down to showing that decryption recovers the
plaintext. First, assume that M is relatively prime to 7. Then modulo 7:

c? =M (5.8)

= M"*"  Definition of e and 4, for some % (5.9)
= M- (M0 (5.10)

=M Euler’s totient theorem (5.11)

Notice that there are two different modulo arithmetic operations being
used. In the exponents, arithmetic is modulo ¢(#), while the exponential com-
putations are module 7.

If M is not relatively prime to 7, then M and n share either p or g as a fac-
tor, and thus all the private information would be exposed easily using Euclid’s
algorithm. The probability of that occurring for random A is very, very small.
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54.3 Implications

The strength of RSA depends on not being able to discern the private informa-
tion, similar to learning the key in a symmetric cipher. Since # is public, the
strength depends on not being able to factor 7. Various challenges have existed
and are ongoing to factor an RSA integer. For example, 512-bit RSA has been
factored using a lot of computing power and the current state of the art is ap-
proaching 1024-bit RSA.

If ¢ and 4 are known, it is possible to factor 7 efficiently [2]. This property
means that RSA moduli cannot be shared: if two people share 7, then either
would be able to factor and learn the private keys of the other.

Since ¢ is the public exponent, there is a strong desire to have e be simple.
Because efficient exponentiation depends on the binary representation of the
exponent, 2!°+1 is common for its sparse binary representation and the small
likelihood that it would share a factor with ¢ (7). However, one should be care-
tul about using a very small e like ¢ = 3, because then some plaintext could be
recovered by just taking the cube root over the reals.

5.44 Signatures

RSA can be used to create digital signatures. The natural procedure is to sign an
integer M by using the private 4 exponent, that is,

S=M"(modn) (5.12)
Then given M, § can be varied by checking
M;S‘ (mod n) (5.13)

This procedure works for the same reason as the proof for encryption
above. Since ¢ is the public exponent, anyone can verify the signature.

However, this natural approach is problematic because any A can serve as
the signature of A4, which means anyone can create fake signatures. The solu-
tion is not to sign M but say hash(A) for some cryptographic hash; in fact, the
message here can then be of an arbitrarily length. On receipt the message must
be hashed first and then the signature is verified using e.

5.4.5 Practicalities

Some pathological cases can arise based on the fact that the plaintext in RSA
are just numbers. Examples are the problem that could arise if ¢ is small, or
the problem of forgeries in the first signature example. The solution is to have

well-defined standards for padding and the use of hashes; see, for example, [4].
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5.4.6 Attacks

The main attack on RSA is to factor the modulus 7, and that can be prevented
if 7 is large enough and the primes p and ¢ are chosen correctly. For example,
if p - ¢ is small, then one can use Fermat’s factorization to efficiently factor 7.
“Small” means less than 272'4. There are also issues if p - 1 or ¢ - 1 have many
small factors. Modern software will create prime pairs taking into account these
restrictions. Of course, the prime generation needs to have good randomness to
ensure that one is generating random, independent primes.

Kocher in 1995 developed one of the first well-publicized timing attacks
against RSA [5]. The idea is that exponentiation takes time depending on the
bit representation of the exponents, and so monitoring execution time can yield
information about the exponents. The solution is have implementations that
always take the same amount of execution time.

Finally, consider the following scenario. An attacker Mal wishes to de-
crypt C= M¢, which was encrypted to Bob. Mal picks a random integer » and
asks Bob to sign C - 7. Bob does so, yielding S =(C - )4, which is M - r. Mal
can now divide by 7, since it is almost surely relatively prime to 7 and recover M.
This example shows that care needs to be taken in what exactly is being signed.

5.4.7 Strengths

A natural question is how strong is RSA as a crypto-system compared to say us-
ing AES. Table 5.1 is taken from [6]. It shows the strength of RSA by the modu-
lus 7 in terms of an equivalent symmetric cipher brute force. These values do
not take into account quantum computing, which we discuss in the appendix.

5.4.8 Performance

The strengths given in Table 5.1 come with a computational burden. Table 5.2
shows benchmarks for signing and verifying for RSA; the benchmarks are using
the OpenSSL speed command on one of the author’s computers. Here “sign”
means using the private exponent & and “verify” means using e. For each RSA

Table 5.1

RSA Strength versus Size
Security
Strength RSA Size (n)
80 1024
112 2048
128 3072
192 7680
256 15360
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Table 5.2
RSA Performance

RSA

Size (n) Sign (d) Verify (e)  Sign/Sec  Verify/Sec
512 0.000047s  0.000005s  21462.6 199198.6
1024 0.000173s  0.000017s  5765.7 57685.5
2048 0.000946s  0.000041s  1057.0 24666.0

3072 0.003444s  0.000073s  290.4 13623.7
7680 0.140899s  0.000583s 7.1 1715.7
15360  0.369213s  0.002225s 2.7 449.5

size, the time for signing and verifying are given along with the reciprocal for
the rate of these operations.

Consider the benchmarks for AES given in Table 3.4. Using a key size of
128 bits, we see around 180 MB/sec; the results were from the same computer.
To get strength of 128 bits for RSA requires 3072-bit RSA. From Table 5.2,
that corresponds to 13K encryptions per second and 290 decryptions per sec-
ond (using e is for encryption and  for decryption). Putting these numbers in
terms of bits per second by multiplying by 3072 or 384B), we get encryption
of about 4 MB/s and decryption of only about 100 KB/s. Thus AES is much,

much faster.

5.5 Digital Signature Algorithm

After soliciting proposals for a public key signature standard separate from RSA,
NIST proposed the DSA to be the Digital Signature Standard (DSS). DSA is
defined in FIPS 186, with the latest revision being FIPS 186-5 [7]. This latest
version deprecates DSA over prime numbers for signing, instead recommend-
ing elliptic curve based methods discussed later. That said, we describe the al-
gorithm using prime numbers, since that will show the underlying structure
more readily. The overall structure of the algorithms are similar using different
underlying mathematical frameworks.

DSA uses modulo arithmetic and relies on the hardness of the discrete
logarithm problem.> Even though DSA uses modulo exponentiation like RSA,
it can use smaller moduli for the same strength, and thus has the benefit of be-
ing more efficient. DSA is purely a digital signature scheme, which addresses
authentication, integrity, and nonrepudiation. As such, we need to specify the
public and private information and the procedures for generating and verifying
the signatures.
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5.5.1 Definition

DSA is defined in three parts: the setup, signing, and verifying. Setup first re-
quires creating a common set of parameters that anyone can use:

* An approved cryptographic hash function is assumed. If needed, the
hash can be truncated.

* Choose the key length value L. For concreteness, we will use L = 2048.
* Choose the modulus length N. Again, for concreteness, pick V= 224.
* Pick an N-bit prime g.

* Pick an Z-bit prime p such that g divides p - 1.

¢ Compute g such that g7 =1 (mod p) and g # 1 for smaller powers 1 <
€ < g. One can find such a g by using some generator 4/ modulo p and
computing /P-4,

The parameters p, ¢, and g are public and usable by any user. Next, each
individual user creates their own public and private parameters,

* Choose a random x € {1,...,q - 1}.
* Compute y = g*(mod p).

The value x is the private key for the user, and the value y is their public
key.

Signature generation creates two separate numbers using a one-time sign-
er-generated random value. This random value serves to obfuscate the private
information. The verifier performs a calculation that essentially cancels out the
random information if and only if the signature is valid. The message to be

signed is M, and z = Hash(J) is the hash of M truncated to /V bits if need be.

Signature Generation
Choose a random value k with 0 < £ < g. Let #7! be the multiplicative inverse of
k modulo ¢, that is % - F1=1 (mod ¢). Compute

r= (gk (mod p))(modq) (5.14)

5= (k_] (z+ xr))(mod q) (5.15)

The signature is (7, s), where 0 < r < gand 0<s<gq.
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The verifier computes a quantity using (r, s) to vet the signature. As a first
check, one needs to confirm that both 7 and s are strictly between 0 and g.

Signature Verification
Compute the following assuming 0 <7< gand 0 <s<g

w=s" (modq) (5.16)

u, = z-w(modq)

(5.17)

U, =r-w(modq) (518)
v= (gulyﬂz (mod p))(mod q) (5.19)
The signature is valid if and only if v = 7.
552 Justification
First observe that (5.15) can be rewritten as
k = (zw+ xrw) = (u, +xu2)(modq) (5.20)
That means raising ¢ to both sides should yield
r=g* ¥g”‘g‘”2 = ¢" " (mod p) (5.21)

The nuance is that the exponent arithmetic is all modulo ¢, because we
are only working with powers of g.

5.5.3 Implications and Attacks

The strength of DSA is based on being difficult to discern x. Since y = ¢* is
public, finding x is precisely the discrete logarithm problem modulo p. This ob-
servation is why Z, the bit length of p, is the key length. It is also why DSA has
been deprecated and the use of elliptic curves is preferred, since the equivalent
strength can be achieved with fewer bits (see below).

From (5.15), notice that since 7, 5, and z are known, learning £ would re-
veal x. That observation means that great care must be used in choosing 4. The



Public Key Cryptography 125

value 4 should be random and unpredictable, nor should it be revealed. Fur-
thermore, one should never reuse the value 4. The reason is that if # were used
twice for two different messages yielding two different (7, s) pairs, then one can
easily construct two equations with the unknown 4 and x and easily solve for x.

A consequence of the nonreuse is that it is possible that signing the same
data a second time would yield a different signature. Thus, unlike with a MAC,
one cannot necessarily compare the signatures to verify a signature of data even
if the data had not changed; instead, one would indeed need to do the verifi-
cation process. A related trait is that the whole signature must be given; one
cannot use a truncated portion. Attacks on DSA have been due to violating the
requirements on 4.

5.5.4 Elliptic Curve Methods

Elliptic curves over finite fields are a more efficient way to do discrete-log based
cryptography methods; they are much more efficient than RSA and DSA over
prime moduli for the same strength. Our discussion of elliptic curves is neces-
sarily brief but should give a sense of the underlying computations and param-
eters. A good reference is [8].

To give some visualization, we first consider elliptic curves over the real
numbers. A typical curve is shown in Figure 5.4. The curve is y*=x° - x + 1,
which is an example of the general form y?>=x3+ ax + 4. Because of the y? term,
the curve is a relation and not a strict function of x.

-3 -2 -1 0 1 2 3 4

Figure 5.4 An example elliptic curve: 2= x® - x +1 idea of creating an integer multiple of a
point.
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It is surprising that an arithmetic can be defined on the points of elliptic

curve. That is, the points on the curve form a mathematical group using an op-
eration called addition. The definition of adding points must have a point that
acts like 0. There needs to be the notion of subtracting points (i.e., the additive
inverse). And finally, there needs to be the idea of creating an integer multiple
of a point.

These concepts are shown graphically in Figure 5.5.

* The 0-element, denoted as O, is the point at infinity represented by
vertical lines.

* The additive inverse, (i.e., the negation of a point P) is given by reflect-
ing the point across the x-axis, that is, if P =(x, ), then -P =(-x, y).

* Doubling a point (i.e., 2P = P + P), involves drawing the line tangent to
the point, seeing where it intersects the curve, and reflecting the result.

* In general, adding two points P + Q involves drawing the line that con-

nects them, look for the third point where that line intersects the curve,
and then reflecting the result.

r
=
w
&
w
r..
[
&

3

I P+Q

r..
w
&
w
e
=]
[
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&

Figure 5.5 Adding points on 2= x% - x +1.
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The fact that these operations have all the desired properties, specifically
commutativity and associativity, is straightforward although tedious.

Now consider the equations modulo a prime, that is, points are pairs x, y
that satisfy y> = x>+ ax + & (mod p) (the curves can also be defined over more
general finite fields). This defines a finite set of points with the same addition
operation. Moreover, there is fundamental correspondence, a mathematical iso-
morphism, between addition operating on points and exponentiation modulo
a prime p.

O point <> 1(mod p) (5.22)

P+Q & a-b(mod p) (5.23)

—P & ' (mod p) (5.24)
P2P3P...& a,a’,a’,...(mod p) (5.25)

This correspondence means that the DSA equations can be defined analo-
gously over an elliptic curve. The results of this is called elliptic curve DSA
(ECDSA) defined in FIPS 186-5 [7]. For example, one would create the elliptic
curve and a generating point G, like the generator g. We need a prime g with ¢G
= O. A private key is an integer x, and the public key is the point xG. Equation
(5.14) then involves choosing a value & with the usual provisos and defining
the first part of the ECDSA signature as R = k#G. The second part S is defined

similarly, since it uses modular arithmetic modulo 4.

5,55 Strengths
The strengths for DSA and ECDSA are defined similar to the strength of a hash

function, because digital signatures are also subject to birthday-like analysis (see
[6]). Table 5.3 shows the strength. For prime-based DSA, the strengths yield
moduli similar to RSA. Note the size of the signature is actually two times the
size of ¢ in bits. Similarly, the size of the elliptic curve needed for ECDSA is the
same as ¢, and also four times the strength; the size of the larger p is comparable
to the RSA moduli. The efficiency of the elliptic curve methods comes in the
fact that DSA needs to do arithmetic modulo p, a much bigger number, while
ECDSA does all computations in the size of the curve.
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Table 5.3
DSA Strengths versus Sizes

Security ECDSA
Strength DSA(q) DSA(p) Curve
80 160 1024 160
112 224 2048 224
128 256 3072 256
192 384 7680 384
256 512 15360 512

55.6 Performance

Table 5.4 shows the benchmark for signing and verifying signatures using
ECDSA; again, the benchmark use one of the author’s computer. The entries
are the times to perform the operation and the rates of doing those operations.
In most cases, signing and verification are comparable; contrast that with the
benchmarks for RSA in Table 5.2. RSA verification (using e) is generally much
faster than ECDSA verification because the form of e is usually chosen to be
efficient, while all parameters in ECDSA are essentially random.

It is also worth comparing the efficiency of hashes given in Table 4.2 for
SHAZ2. The overhead for HMAC is only three addition hashes, but these hashes
are hashes of the 256-bit hashes. Thus consider the hash speeds from Table 4.2
of 16 bytes of data, which is only around 307MB/s, or about 15 million hashes
a second. That means on the order of say 3 million HMAC:s per second. Con-
trast that with the P256 ECDSA numbers, which are on the order of 10,000s
signatures per second, which is about 300 times slower. This calculation is why,
for example, TESLA in Section 4.8 uses MACs.

5.6 Diffie-Hellman Key Exchange Protocol

This section describes the Diffie-Hellman (DH) key exchange protocol. It is
named after the two creators Whitfield Diffie and Martin Hellman and dates

Table 5.4

DSA Performance
NIST ECDSA
Curve Sign(d)  Verify (e) Sign/Sec Verify/Sec
P192 0.0003s 0.0003s 37748 3353.9
P224 0.0004s 0.0004s 22536 2466.9
P256 <0.0001s 0.0001s  40608.2  15049.6
P384 0.0011s 0.0012s  874.0 8355
P521 0.0029s 0.0019s  349.0 514.0
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from 1976. The procedure is based on the key exchange ideas discussed in
Section 5.2.3. Two participants, Alice and Bob, desire to agree on a shared
key. They agree on some upfront parameters and algorithms, which in fact can
be shared broadly. Then they each create some public information, sometimes
called public keys, from private information or a private key. The combination
of one’s private key with the other’s public key yields, perhaps surprisingly, the
shared key.

5.6.1 Protocol

We give the details for DH first in terms of modular arithmetic. We discuss the
changes later for elliptic curves, which form the basis for modern DH proce-
dures. The procedure requires:

* A prime numbers p;

* A generator g modulo p.

Both p and g are made publicly available.
Alice and Bob establish that they wish to perform the key exchange. They
execute the following steps, which are shown in Figure 5.6.

Diffie-Hellman Protocol

The following steps are performed:

Set-Up:
Choose prime p
and generator g

\j

Alice chooses | ¢
private value A

computes g4
Bob chooses
<t ~ g® private value B
computes g8
Alice computes Bob computes
(gB)A=g 48 (gA)B = gAB

Shared keyis g A8

Figure 5.6 The Diffie-Hellman key exchange protocol.
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1. Alice creates a one-time-use random private value 4 and computes g/
(mod p).

2. Alice sends gA to Bob;

3. Bob creates a one-time-use random private value B and computes g
(mod p).

4. Bob sends g% to Alice;

5. Alice and Bob each compute g using their private value and the public
information sent by the other;

6. The shared key is ¢*?; it is essentially random with the same bit length
as p.

Steps 1, 2 and 3, 4 can be done in parallel. The values ¢! and ¢ are public.

5.6.2 Implications and Attacks

The security of DH depends on the difficulty of the discrete logarithm prob-
lem. For example, if one can find 4 from the public ¢/, then the shared key is
also obtained by observing g®. The difficulty depends on the size of p. The value
of g does not matter.

The usual application, such as in protocols like TLS (Chapter 6), is for A
and B to be one time use. However, there are other possibilities discussed in [9].
The one-time-use is the ephemeral case. The other main case is the static case,
where the private/public information of the entity is used for a long time. Such
use may be attractive for efficiency when it is combined with other methods to
ensure security goals. For example, using the same key for a long time may allow
replay attacks of previously created messages using that key.

By itself, DH does not given authentication. Indeed, the protocol de-
scribed above is subject to a man-in-the-middle attack:

1. Eve creates private £ and public g€ (mod p);

2. Eve intercepts Alice’s message ¢ to Bob and instead sends ¢” to Bob;
3. Eve intercepts Bob’s message ¢g® to Alice and instead sends g” to Alice;
4. Alice and Eve compute g4%;

5. Bob and Eve compute g5,

At this point, Eve has a separate shared key with Alice and Bob. Alice and
Bob, on the other hand, think they have a shared key with each other. Thus, all
future communication will go through Eve.

This attack is mitigated by first adapting some authentication procedure
(i.e, Alice and Bob use digital signatures). Such a solution requires separate
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public key methodology. How to obtain the necessary enterprise to support
such methodology is the subject of Section 5.8.

5.6.3 Elliptic Curve Methods

Recall from Section 5.5.4 that discrete logarithm based problems can translate
to elliptic curve calculations for more efficiency for a given strength. The idea
is that one has an elliptic curve and a generating point G, which will act like
g. Alice and Bob each create their random numbers z and 4, and compute the
points 2 - G and & - G. The exchange key is then derived from 2 - 4 - G.

5.6.4 Strengths

The recommended strengths can be found in [9] and some values are summa-
rized in Table 5.5. The values are very similar to those in Table 5.3.

5.7 Applications: More on Signatures

The existence of secure digital signature methods allows for the creation of
digital analogs of several related processes found in the physical world. Some
of these methods rely on a trusted third party or trusted authority, which we
denote by TA for short. As the name suggests, this entity has public key infor-
mation that everyone has authenticated. That means if something that the TA
signs is verified, one can be sure that the TA did indeed sign the material under
whatever circumstances are prescribed. Other methods will require that two
participants have authenticated each others’ public key information. There are
protocols and infrastructure to support that, as we discuss in the next section

and in Chapter 6.

5.7.1 Time Stamps

An easy example of using a TA is as a time stamp authority. The idea is that
if someone has a document they wish to bind to a certain time, they send a

Table 5.5
Diffie-Hellman Sizes

Security Elliptic
Strength  Modulo p  Curve Size
112 2048 224

128 3072 256

192 8192 384

256 (noentry) 521
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hash of the document to the TA. At the desired time, the TA signs the hash
and the time stamp (see [10]). Anyone can verify the original document was
signed at that time by both verifying the signature and verifying the hash of the
document. Using the hash is efficient and reminiscent of the bit commitment
schemes we discussed in Chapter 4.

The above scheme begs the question of the accuracy of the time of the TA.
The protocols do not address that, and, of course, assuring the time estimate is
part of the role of the cryptographic methods we present later in this book for
satellite navigation.

5.2.2 Blinding and Blind Signatures

The concept of blinding in cryptography applies when one entity, Alice, desires
for another, Bob, to compute some function for Alice without knowing the
input. The general way this is accomplished is that Alice blinds or obscures
her input to the function, Bob computes on this blinded input, and Alice then
takes the results and removes the blinding. Accomplishing this goal in practice
requires the function and blinding procedure to commute in a way such that
Alice can remove the blinding.

A common example is in blind signatures, where the idea is that Alice
wants Bob to sign a message without being allowed to see the message. Pre-
sumably Alice would then share the message and signatures with others who
value Bob’s signature. One way to accomplish this goal is to send a hash of the
message to Bob, Bob signs the hash, and then Alice can present the signed hash
along with the message. This procedure is precisely the same as discussed in the
previous subsection. A physical analogy would be someone affixing their seal to
an already closed envelope. That would attest that they had possession of the
sealed envelope, say at a given time, without necessarily knowing the contents.

Another blind signature method takes advantage of RSA. Consider an
RSA scheme with Bob’s parameters being the usual {, ¢, d}. Alice would like to
obtain M from Bob; this is essentially Bob signing M. She blinds M by choos-
ing a random value r and sending Mr¢ to Bob. Bob then signs this quantity by
computing (M7)?= rM?, which he sends back to Alice. Alice can then remove »
by multiplying by »~!(mod 7), because it is highly unlikely that » does not have
an inverse modulo 7. Thus, she obtains the desired A%.

5.2.3 Double Signatures

Recall that a message digest provides a way to bind information. One excel-
lent example that shows how message digests can be used with digital signa-
tures is the example from the secure electronic transaction protocol [11]. While
this protocol is not in active use, the core cryptographic primitives are worth
considering.
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Alice desires to purchase something from Bob using funds from her credit
card company, say Charlotte for short. She forms the purchase order infor-
mation (OI) and the payment information (PI) separately, and computes the
message digest of both, respectively MD(OI) and MD(PI). She then creates
the digital signature S of MD( MD(OI), MD(PI) ), which is called a double
signature. This one signature S serves to validate and bind together both the OI
and PI. She then sends the following:

* Bob receives the OI, MD(PI), and S;
¢ Charlotte receives the PI, MD(OI), S.

When Bob requests funds, he sends MD(OI) to Charlotte, who can then
verify the signature by computing MD( MD(OI), MD(PI) ). Similarly, Bob is
protected if someone else tries to use different payment information. On the
other hand, Charlotte has no idea what Alice is purchasing.

The virtue of this protocol is that Alice can sign two pieces of information
(order and payment) that must be linked together and yet need to be shared
separately. This example also shows how using properties of different crypto-
graphic primitives can achieve more goals. The discussion of email security later
in this chapter is another example, as are the various protocols throughout this

book.

5.8 Applications: PKI

Public key cryptography relies on sharing public key information while keeping
private key information closely held. The first goal is accomplished by having
certificates that store public information in some standardized way, usually with
associated metadata. The owner of the private key must use some method to
protect it; this private key will likewise have some standardized format. How-
ever, it is not enough to create and hand out a certificate to someone. First, the
certificates need to be bound to the associated party. Often this binding comes
from having the owner physically proving their identity before receiving the
certificate. Second, there must be a way to revoke a certificate if it is expired or
if the party should no longer be trusted.

These goals imply that some enterprise is needed to manage the public
information. This enterprise is commonly called a public key infrastructure.
Describing how PKI works fully is beyond the scope of this book; see the dis-
cussion and references in [12]. Instead, we give a broad description of the goals,
processes, and elements for PKI.

The development of PKI began concurrently with the development of
public key cryptography and its use in protocols. The ad hoc nature of these
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protocols (i.e., letting individuals without shared secret information communi-
cate) demanded a way to coordinate the necessary information. That situation
grew more so with the advent of the internet, web browsers, and ubiquitous ad
hoc sessions (see the protocols in Chapter 6).

5.8.1 PKI Structure

An example of the overall structure of a PKI is shown in Figure 5.7. The enter-
prise begins with the end user, who desires a public key certificate. This infor-
mation is created by the certificate authority (CA). The CA is also the signing
authority: they attest to the validity that they in fact created the certificate.
Creation implies a process that vets the user to the CA; this process is executed
by the registration authority (RA). The RA is to also responsible for revocation
and renewal requests.

In practice, there are many PKIs. Each large organization may have its
own CA to issue certificates to its users. CAs may themselves be associated with
a larger CA. Such an association would enable a user associated with one PKI to
trust certificates from another PKI, as long as, for example, the certificate of the
other PKI’s CA, which is used to sign the certificates of the other PKI’s users, is
itself signed by that user’s CA. This hierarchy ends with the ro0r CA, which is
self-signed: it is considered trusted. We will also speak of this root CA as a trust
anchor or a root of trust, since other trusts derive from it. See Figure 5.8.

5.8.2 PKI Operations

We now discuss the fundamental operations of a PKI. First is registration. A
user desiring a certificate needs to present their identity to the RA. This process
almost always requires some physical validation to bootstrap the process.

The RA would then pass on the request to the CA. The certificate would
be created, which includes the specific keying information needed for the spe-
cific algorithms, such as RSA or ECDSA. Because of the various choices in-
volved, standards have been developed to capture the metadata needed (see the

CA
Certificate Revocation
I:)',rﬁﬁc ate
SIG
User > RA

Figure 5.7 PKIl elements.
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next section). The CA signs the certificate with its own information. Additional
signatures from other CAs may be added, as in Figure 5.8.

Once obtained, the user can use their certificate in various protocols and
applications. Such uses almost always need to use the public information from
another user. That in turn requires that the one has obtained the certificate of
the other user and verified it. Having a common hierarchy of certificates facili-
tates this process, as does methods for storage and query.

Certificates have to be renewed, and that requires interacting with the RA
again. Current certificate lifetime are often measured in years, but some appli-
cations can use shorter lifetimes.

Finally, certificates need to be revoked on occasion. That implies that us-
ers need a way to check if another’s certificate has been revoked and there are
two main methods that are used. A certificate revocation list (CRL) is a list of
those certificates no longer valid to use. CRLs require the continual update and
bandwidth to send the list. The alternative is to use the Online Certificate Status
Prorocol, which checks the validity of the certificate using the internet. This is,
of course, more timely than a CRL, but requires connectivity to the server since
CRLs can be downloaded periodically to allow nonconnectivity.

5.8.3 Certificates

Fundamental to a PKI is a standardized way to represent information and in
particular the public certificate. This certificate serves to give anyone the in-
formation they need to use that person’s public key. The certificate needs to
contain more than just the algorithm parameters. It should contain such items
as the identity information of the individual (name, organization, etc.), validity
period, and issuer’s information. All this information should be digitally signed
by the issuer, which requires knowing what algorithm was used for the signa-
ture. It also requires—separately, of course—the certificate of the issuer, which
is signed, and so on.

One ubiquitous standard for certificates is the X.509 standard (see [13]).
The standard dates from 1988, although several versions have been published;
the latest as of this writing was in 2021. There are basically two types of cer-
tificates, in the spirit of the above discussion. The first type is the end user
certificate. The second type is the issuer or CA certificate, which is used to sign
other certificates. Eventually, a CA certificate will go up to a root certificate,
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which is self-signed. The elements in an X.509 certificate include those in the
previous paragraph [13]. In addition, the certificate can optionally have exten-
sions, which can specify constraints on the usage of the certificate. The X.509
certificates can be put into a variety of standard formats.

The process that we mentioned of verifying a certificate using a signature
by the CA, which in turn is verified by its CA, and so on, is called a certificate
chain. Such chains end with the zrust anchor (e.g., the self-signed root CA cer-
tificates). Trust anchor is an important concept that we revisit in discussing
protocols in the second half of the book; basically trust in the complete process
derives from trust in the trust anchor. There is nothing that prevents entities
from having multiple certificates from different CAs (i.e., different PKIs). In
fact, the two different chains can be linked, allowing for cross validation be-
tween the PKls.

5.84 Important Points

This section only presents a very brief overview of PKls. We stress a few points:

* The purpose of the PKI is to create and manage the information needed
for public key cryptography including revocation;

* Those processes are accomplished by RAs to register users and CAs to
issue the requisite keys;

* Registration requires independent verification of the user’s identity, for
example, by physical means;

* Besides issuing, the CA validates the user’s information;

* Different CAs can validate other CAs, eventually ending with a root
CA, which is fully trusted;

* The information in the PKI is encapsulated in certificates, of which

X.509 is a popular standard.

5.9 Applications: Secure Email

The last application of public key cryptography we mention here is email se-
curity. While the protocols discussed in Chapter 6 highlight ad hoc sessions
between participants that by and large rely on public key information, email
security is in some ways simpler due to its one-way communication. This sec-
tion also serves to tie together the three families of cryptography—symmetric
ciphers, hashing, and public key cryptography—into a single application.
Email dates back to 1980 and the Simple Mail Transfer Protocol (SMTP),
although other message schemes existed before that. Indeed, once one has a
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network, sending messages on that network is arguably an obvious first applica-
tion. We do not need specific details about SMTP and focus instead on apply-
ing security goals to the email.

One of the first attempts at securing email was Privacy-Enbanced Mail
(PEM). PEM relied on a public key hierarchy with a single root with some
fairly rigid requirements. As such, it was never adopted, although PEM as a file
format still exists as a standard way to represent public key information.

Better and more common approaches are Secure/Multipurpose Internet
Mail Extensions (S/MIME) [14] and Pretty Good Privacy (PGP) [15]. Both offer
various cryptographic methods for email messages. They differ in the underly-
ing infrastructure.

59.1 Goals

Here is the large set of security goals for secure email:

Confidentiality/privacy: The contents of the message should only be read-
able by the intended participant(s).

Authentication: The recipient should be able to trust that message came
from the stated sender.

Integrity: The message contents should not be modified.

Nonrepudiation: The sender should not be able to deny that they sent
the message.

Proof of Transmission: The recipient should have assurance that the
message was sent.

Proof of Delivery: The sender should have assurance that the message
was received.

Anonymity: It should be possible to send anonymous messages.

Revocability: Tt should be possible to revoke a message from being sent.

Some of these goals are clearly addressable by cryptography, while some
rely more on the enterprise, for example, methods residing in the mail servers.

5.9.2 General Framework

We describe a general process for secure email, shown in Figure 5.9.

Suppose first that Alice has an email that she wishes to send to Bob. She
wants the email encrypted so that the contents are private between her and Bob.
And she wants Bob to be able to verify that the contents come from Alice and
have not been modified. The process assumes that Alice and Bob have public/
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private key information, and that they have shared the public key information
with each other (e.g., through certificates).
The steps for Alice are as follows:

1.

Alice digitally signs the email using her private key. We assume that
the signature algorithm uses a hash (not shown) of the document for
efficiency.

. Alice creates a random one-time use key, often called a session key. This

key is only used to encrypt the email.

. Alice encrypts the email and signature using some symmetric cipher

like AES and the one-time key.

4. Alice encrypts the one-time key using Bob’s public key.

The encrypted key and encrypted message are bundled together as the
final email sent to Bob.

When Bob receives the email, he executes the following steps, essentially
reversing Alice’s procedure:

1.

Bob separates out the encrypted one-time key and the encrypted
email.

2. He decrypts the one-time key using his private key.

. Bob then uses the one-time key to decrypt the email and the signature.

To ensure the integrity and authentication, Bob verifies the signature
using the email contents and Alice’s public key.
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The above procedure shows how all three branches of cryptography—ci-
phers, hashes, and public key methods—blended together to achieve a final
result that gives confidentiality, integrity, and authentication. This process is
inherently the same for modern secure email systems with perhaps differences
in the algorithms and which specific parts are implemented.

For example, often only signed email is desired. In that case, the one-time
key and encryption steps are skipped, and Alice does not need any of Bob’s in-
formation. Note digitally signing also give nonrepudiation: Alice cannot deny
having sent the email, since only she possesses the private key that generated
the signature.

5.9.3 Nuances

There are two topics that we want to emphasize in the above email procedure.
The first topic is the order of signing and encrypting. Figure 5.9 shows signing
first, then encrypting. This order has the advantage that the signature authen-
ticates the messages itself and ensures integrity of the message. In addition, if
the message is stored later, the signature is still bound to that message, and thus
still authenticates it.

Signing after encryption has the slight advantage that the sender’s identity
is confirmed before decryption. However, that does not necessarily authenticate
the creator of the message: anyone could sign an encrypted message, perhaps
forwarding. As such, the usual recommendation is to sign first, then encrypt as
we have presented.

The second topic relates to trust. Alice and Bob need to share each other’s
public information. In practice, that often relies on sharing certificates, which
in turn will leverage some PKI. Most large organizations implement secure
email this way, and indeed depending on the trust in the various root certifi-
cates, interorganizational secure email is possible.

PGP takes a different approach in its web of trust protocol. The idea is
that a given individual will trust certain parties enough that if they in turn trust
someone—that is, vouch for their certificates—then so should that individual.
In this manner, certificates can be verified as they are signed by more people,
building up that web. This decentralized approach is useful when there is not a
formal PKI to provide the supporting enterprise.

510 Foreshadowing: Navigation

Public key cryptography provides the cornerstone of many satellite navigation
methods. The reason is the inherent asymmetry in satellite navigation: there is
one service provider (e.g., the transmitters, and millions of users). To provide
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for security services, the enterprise would keep its own secure private informa-
tion and distribute public information to every user.

A main example would be to digitally sign information, such as the the
messages on the navigation signals. That application is the subject of Chapter
8. Protecting the timing of the signal (i.e., the spreading code) is more subtle.
One example is the Chimera protocol in Chapter 10.

511 Takeaways

Public key cryptography provides important primitives that cannot be met by
symmetric key cryptography. It requires that an individual possesses a public
key and a separate private key. The main application areas are:

* Encrypting information to someone using their public key, such that
only they will be able to decrypt the information;

* Digital sign information using one’s private key, such that anyone can
verify the signature using one’s corresponding public key;

* Key exchange, where two parties use each other’s public information to
create a shared random key that no one else knows.

There are several standard algorithms to achieve these goals, such as RSA,
DSA and ECDSA, and the Diffie-Hellman key exchange. These algorithms are
in the process of being replaced due to quantum computing concerns, as we
discuss in the appendix.

Many applications use public key cryptography. In this chapter, we ex-
plored some novel uses of signatures and secure email, which blends all aspects
of cryptography in one procedure. Finally, the use of public key cryptography
requires a supporting enterprise to handle the participants public/private infor-
mation: registration, creation, storage, distribution, and revocation. Such an
enterprise is termed a PKI.

End Notes

1. The notion of a trapdoor function and one-way functions in general can be formalized
using the machinery of complexity theory. See the discussion in the appendix. In particu-
lar, while some examples such as using factoring are assumed to be hard using classical
computing, the existence of a theoretical one-way function is unknown and would imply

P # NP (see the appendix).

2. Euclid’s algorithm (e.g., [2]) is a very efficient algorithm to find the ged of two integers.
Its running time is logarithmic in the bit length of the numbers. Euclid’s algorithm can be
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generalized to also compute the inverse of one number modulo the other number if the
numbers are relatively prime.

Euler’s totient function ¢ () can be computed using knowledge of the prime factorization
_h & . .

of n. Suppose n= p" ... p,’, where the p; are prime numbers. Then ¢(#) is computed us-

ing these two rules

<p(m1~m2)=‘ﬂ(m1)‘ﬁ(mz) ifng(mvmz):l (5.26)

p a prime.

(5.27)

For example, since 91 =7 - 13, p(91) = (6) - (13) =6 - 12=72.

For generators modulo a prime, the common practice is to choose the smallest value to
use, such as 2, 3, and so on. It is unknown if 2, as an example, is a generator for an infinite
number of primes. To find a generator for a given prime p, there are somewhat efficient
methods given the prime factorization of p - 1. The concept of generator extends to other
mathematical structures, such as the elliptic curves and the non-zero elements of any finite

field.

The ElGamal cryptosystem uses a similar idea for public key based encryption to the pro-
cedure in this section for digital signatures [2]. The main commonality is the use of a one-
time random number in encryption that serves to obfuscate the ciphertext, which consists
of two parts. The two part ciphertext are combined in decryption in such a way that the
randomness is canceled. This randomness is generated unilaterally by the encrypter and is
not shared with anyone.
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Cryptographic Protocols

We finish Part II of the book devoted to cryptography by examining crypto-
graphic protocols. Just as cryptographic algorithms are designed to compute a
specific function to achieve various security goals, cryptographic protocols use
algorithms to accomplish an assured mission between one or more participants.
Protocols involve multiple steps, each one of which may involve some algo-
rithm or process. Protocols are subject to their own type of threats. Indeed, we
stress that while the constituent cryptographic algorithms may be secure, the
protocols may fail.

We have already seen some examples of protocols when illustrating algo-
rithms, such as using hashing for auctions, the Diffie-Hellman key exchange,
and using TESLA to authenticate data streams. In this chapter, we delve into
what it takes to make protocols: what are the properties to be defined and what
is the supporting infrastructure? The latter has two important pieces. The first
are methods to establish the proved identities of the participants. The second is
to manage the cryptographic key material.

Once we present the infrastructure, we look at some specific protocols.
The main focus is on the well-established network layer model [1]. This model
is a modular separation of functionality in a network, from the physical me-
dium of the network through establishing link between network nodes, routing
information, and then protocols that transport the data needed by the higher-
level applications. Considering these layers, their various and different security
goals, and their cryptographic protocols to achieve those goals show the kind of
thinking that is needed when designing protocols for other purposes. We finish
the chapter looking at nonnetwork protocols for the same reasons.

The relevance of this chapter to satnav is twofold. First, the protocols that
will be needed in the last part of this book often assume the use of protocols
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here; for example, for the establishment of user identities. Second, these specific
protocols are important to protect the satnav enterprise. The control segment
is highly dependent on networks, and thus dependent of the network protocols
and their security. We will point out these connections to satnav throughout
the chapter.

6.1 Protocol Principles

This section describes the main features required for protocols. Unlike algo-
rithms, protocols rely usually on multiple entities performing specific steps. As
such, several assumptions for the protocols need to be met:

* Foremost, the protocol needs to address the specific task.

* Everyone using the protocol needs to understand their roles and all the
steps being performed.

* As a corollary, everyone must agree on the steps being performed;
* These steps are well-defined;
* The protocol must adhere to outside constraints, such as policy;

* The protocol needs to cover all possible contingencies, and as such, have
steps defined for those contingencies;

* In particular, the protocol needs to consider possible threats.

Given these assumptions, the ultimate goal of a protocol is to be robust in
the sense that when these assumptions fail, the impact of that failure is known
and minimized.

The steps involved can use cryptographic algorithms and primitives. Our
underlying assumption is that the cryptography is strong; that is, such things as
brute force and cryptanalysis are a nonissue. Even in the cases where the cryp-
tography may be weak, it is possible for the protocol to meet its needs. Some of
the navigation methods may be examples of this case; when that is so, we will
show why the protocol is sufficient. As we will see throughout the discussion
of protocols, many threats are possible that defeat the protocol’s mission, even
when the cryptography is strong.

Consider as an example the Diffie-Hellman protocol from Chapter 5.
Alice and Bob know the steps they need to perform: creating a private ran-
dom number, using that number to send a public value to the other party,
then computing the key. These steps are well-defined. But as described, this
protocol is subject to a man-in-the-middle attack. What steps should be in
place to mitigate that risk? Perhaps Alice and Bob authenticate each other first
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using public key certificates? Perhaps their communication channel precludes
an eavesdropper? Perhaps there is a separate challenge response that can be per-
formed? Accomplishing any mitigation will be through separate steps that need

to be specified.

6.1.1 The Need for Trust

The entities in the protocol have a need to trust, either implicitly or explicitly,
the other participants involved. They need to trust that the others perform the
steps correctly. For example, the need to generate a random number to use in
the protocol assumes the random number has required entropy and is unpre-
dictable. Participants are assumed not to cause security goals to fail by their ac-
tions, for example by reusing nonces, although most protocols will have built-in
methods to check for deviations. Handling failures of such trust is a difficult
problem.!

Where does trust come from? Depending on the protocols, it may reside
in the ethics of the parties involved with some safeguards put in place. Much of
e-commerce relies on such trust foundations, along with the use of reputation
or legal mechanisms to enforce trust if need be. The dual concept of trust is risk,
which we discuss below: what is lost when trust is violated?

What are the implications for satnav? In public satnav enterprises, users
will trust that the various segments do what there are supposed to based on the
reputations involved, and implicit trust from government entities. The same is
true to some extent in trust in the UE, which the user presumably has more
control over, since they can always acquire a different UE. These trust assump-
tions allow one to infer that when behaviors deviate from expected results (i.e.,
when PNT solutions are incorrect) the problem lies not with the protocols in
place in the enterprise but threats against those protocols.

6.1.2 Ensuring Trust

There are several general methods that protocols can use to ensure the trust
requirement; see Figure 6.1. The first example is self-ensuring protocols. In
these cases, trust failures, whether accidental or intentional, are detected by
the protocol itself. For example, a key exchange protocol may include a chal-
lenge response to ensure that all parties agree on the key. If a failure is detected,
the protocol should halt or reset. Self-ensuring protocols are easy to perform
but difficult to enable handling the contingencies. They usually have higher
communication and computation burdens, and such protocols need to protect
against man in-middle attacks.

Some protocols may function as if they are self-ensuring but allow for an
arbitrator if there is a dispute. E-commerce transactions fall under this type of
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Figure 6.1 Ensuring trustin protocols.

protocol. The steps for online purchase and receptions of goods by and large
happens between the two entities. When there is an issue, a third person is
involved, say the hosting e-commerce site, which adjudicates. Of course, the
entities have trust in that third party.

Finally, the notion of an arbitrator can be extended to a much more in-
volved trusted authority, which we often call Trudy. An example of this idea
is the certificate authority discussed in Section 5.8. All parties rely on such an
authority to enable cryptographic features, such as certificates or shared keys,
that they can then use. The many benefits of the trusted authority come at the
cost of the expenses to maintain it, the possibility of it being a bottleneck, and
the risk that it is a single point of failure.

6.1.3 There's Always Risk
What happens when a protocol fails? Risk depends on the likelihood of it fail-

ing and the resulting consequences. The likelihood will depend on failures and
threats occurring that can't be mitigated. In most cases, the hope is that the
protocol fails safely; for example, it just needs to be redone.



Cryptographic Protocols 147

6.1.4 Trust in the Protocol

A fundamental question with protocols is how to be assured that the protocol
steps do not leave something out. For example, can we trust that there is no
information leakage or no vulnerability to replay? Such questions go beyond
trust in the cryptography algorithms. As we saw in the discussion with cipher
modes in Section 3.7, the underlying algorithms may be rock-solid, but there
still may exist vulnerabilities from how they are used. There has been a lot of
work in developing techniques to prove protocol security; see the essays in [2].

6.2 Identity Methods

Protocols consist of entities performing the prescribed steps. As a corollary, the
entities must be assured that the participants are who they say they are. Trust
in the identity of the participants may not be explicitly part of the protocol
but subsumed implicitly by external methods. This section delves into what it
means to establish identity, both noncryptographic methods that highlight the
concepts and cryptographic methods.

There are close ties between the concepts of authentication and identity,
which we mentioned in Section 1.3. Establishing identity uses authentication
methods, and once trust in an identity is established, other trust follows. This
idea will manifest in the latter part of the book, where achieving authentication
of signals and data is the central goal of the PNT cryptographic protocols.

6.21 General Traits

Methods to establish identity have several goals:

* Foremost, of course, they should have a high probability of correctly
identifying the true entity and a small probability of verifying someone
who is not the true entity. This goal implies the standard trade-offs be-
tween detection and false alarm. Those trade-offs are challenging to do
in practice for physical systems, such as various biometric scanners. For-
tunately for cryptographic methods, we can bound the false alarm rate
at the cost of some added computational complexity.

* The method should be resistant to attacks in the form of deceit (e.g.,
counterfeiting). Similar trade-offs that relate to false alarm rates apply.

* The method should be efficient in time and resources needed. Many
complaints about secure identification methods are due to the extra time
needed. As an example, consider captcha schemes.
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o If the method is being used to establish the identifies of multiple users,
then the usual system-level goals apply such as reliability, maintainabil-
ity, and upgradability.

* Lastly, the method may need to accommodate transferring identity from
one entity to another.

Noncryptographic methods are usually based on three factors: something
an entity has, knows, or is. The “has” relates to something an entity possesses,
such as keys, smart cards, or tokens. The “knows” pertains to information the
entity, and presumably only the entity, has, such as passwords or pass phrases,
or security questions. Finally, the “is” refers to traits the entities has as part
of themselves, not only such things as various biometrics (fingerprints, retina
scans, etc.), but also perhaps things only an entity can do, such as methods us-
ing keyboard typing.

Multifactor authentication derives from the goal to use more than one of
these methods. Such use mitigates certain threats. For example, stealing a smart
token will not help if a secret pass phrase is needed. Clearly additional factors
provide greater security, but at the coast of increased time and complexity.

Noncryptographic identification methods have their uses in the satnav
enterprise. Users within the various segments will almost surely require multi-
factor authentication even if cryptography is used. There has been research in
fingerprinting navigation signals to achieve authentication of the signal analo-
gous to regular fingerprints. Such attempts are a motivation of the Chimera
protocol in Chapter 10.

6.2.2 Cryptographic Identification

Cryptographic identification, which is sometimes referred to as entity authen-
tication, uses cryptography to establish the identity of someone or something.
For example, recall digital signatures from Chapter 5. If Alice signs some docu-
ment, like “T am Alice,” then that identifies her in some sense, in that only she
could have signed it assuming she alone possesses the signing key, and that the
signing method is such that someone cannot fake (i.c., spoof) the signature.
But her signature does not identify her with freshness: someone could replay
the signature. What we desire instead is an interactive protocol to establish
identity. Such protocols have the trait of challenge-response.

In these cases, Bob desires to establish Alice’s identity but offering a chal-
lenge only Alice can respond to. We assume that Alice and Bob register before-
hand, such as creating some cryptographic material, say shared keys or public
keys. Consider Figure 6.2, where Bob issues the challenge to Alice, who then
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Initiates

Generates Challenge

Alice Bob

Sends Response

Figure 6.2 Generic challenge response.

offers her response. Bob verifies the response and concludes that it is Alice’s
identity. Notice that in this example, Alice never establishes Bob’s identity. That
asymmetry is perfectly acceptable in many settings; for example, a server may
want to authenticate a user but the user may not need to authenticate the server.

We first consider symmetric methods, such as those shown in Figure 6.3.
Assume that Alice and Bob share a key K. The steps are:

1. Alice shares a key K with Bob;

2. Bob generates a challenge random bit string ¢ and sends it to Alice;
3. Alice computes the response 7 = E [c];
4

Bob computes Dy [7] and compares it with c.

The protocol verifies that Alice knows K, and thus verifies Alice’s identity,
assuming that K is unique to her and Bob.

This protocol relies on the properties of the encryption algorithm. A simi-
lar protocol can be made instead if Alice in the response computes a keyed-hash
of the challenge string, say using HMAC. Bob would then confirm the response
by computing the same keyed hash.

Observe that both of these protocols assume freshness: Bob is querying
Alice to respond to a challenge at that moment in time. The protocols also as-
sume that the challenge is random and only used once, to prevent replays by
someone else observing the response. Failure of these assumptions would allow
some threats to occur, namely someone impersonating Alice.

1. Alice shares key K

Alice 2. Generates Random ¢ Bob 4, Bob decrypt§ rand
compares with ¢

3. Creates r = Encrypt(c)
using K

Figure 6.3 Specific challenge response using symmetric cryptography.
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Asymmetric protocols are similar, except we assume that Alice and Bob
share public key information, while protecting their private keys. One example
is:

1. Bob generates a challenge random bit string ¢ and encrypts it with
Alice’s public key PU, before sending to Alice.

2. Alice receives E,, [c], decrypts it with her private key PRy, and sends
¢ to Bob.

3. Bob compares the received value of ¢ to his original.

A similar protocol can be made with Bob sending ¢ to Alice and asking
her to sign it using PR; Bob would then verify the signature. Why would one
choose one method over the other? Perhaps the public key method only allows
for signatures, such as ECDSA.

Both the symmetric and asymmetric methods require that cryptographic
material be registered beforehand. How that registration is accomplished re-
quires additional protocols, which we discuss in the next section. Such proto-
cols will often use trusted authorities.

The application of these methods for navigation is problematic because
satnav is one-way broadcast. That is, there is no obvious way to do a challenge
response. Some protocols, such as TESLA (Section 4.8) and signing the hash
chain of keys do what amounts to a challenge response: the challenge from the
UE to the SV is the receipt of the hash chain, which the SV must eventually
sign.

6.2.3 Zero-Knowledge Proofs

The topic of zero-knowledge proofs consist of methods where one entity tries to
prove another entity that they know a certain piece of information. In some
sense, this question is what a digital signature does: proves that Alice knows
the private key associated with the public key. However, zero-knowledge proofs
are much broader in application; for example, Alice can prove to Bob that she
knows a random string without revealing any information to Bob about the
string (see [3, 4]).

Zero-knowledge proofs involve two entities: the prover and the verifier
(the subject uses these terms rather than the ubiquitous Alice and Bob). The
prover desires to convince the verifier that they know some information. The
verifier desires to confirm that is the case. These are the goals for zero-knowl-

edge proofs:

» Completeness: The property that the verifier will be convinced if the
prover possesses the information;
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* Soundness: The property that a dishonest prover cannot fool the verifier;

* Zero-knowledge: After confirmation, the verifier should gain no knowl-
edge of the information.

In practice, that limitation on knowledge is probabilistic and can be made
as small as desired.

There are many noncryptographic examples of zero-knowledge proofs.
One popular example is “Where’s Waldo?” In the well-known puzzle book, Wal-
do is obscured in a very busy picture. If the Prover wished to convince that they
know where Waldo is, they could cover more than the whole picture except for
a small cutout revealing Waldo’s picture. This procedure would show that they
know where Waldo is, and yet no information is revealed to his actual location.

For a cryptographic example, we give the Schnorr identification scheme;
see Figure 6.4. Suppose that the prover knows a private key x and makes public
y = g modulo a large prime p. To convince the verifier that they know x, they
do the following:

1. The prover generates a one-time random value 7 and computes 2 =

¢'(mod p), which they give to the verifier;
2. The verifier picks the challenge value ¢ and sends it to the prover;

3. The prover computes z = 7 + x - ¢ (mod p - 1) and sends it to the
verifier;

4. The verifier checks that g =2 - y°.

Completeness is assured in that if the prover knows x, then the check will
be correct. Soundness is achieved with sufficient entropy in the challenge, or
perhaps repeating the procedure several times.

This scheme is reminiscent of the digital signature methods like ECD-
SA, but there is an important difference. Since the values » and thus # can
be precomputed, the real-time computational requirements on the prover are

(Private x, public y = g* mod p)

1. Create one-time r,
sends a =g¢"mod p

2.Generates random ¢
Prover Verifier 4, Checkg?=a y°

3.Computes z=r+xc modp—1

Figure 6.4 Schnorr identification scheme, a zero-knowledge proof example.
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minimized. That means a constrained device with lower computational power
can still provide a real-time identity proof. Such asymmetry in computational
requirements is useful in many settings.

6.3 Managing Keys

Fundamental to any cryptographic protocols is the key material used by the
participants. This material needs to be created, distributed, stored, maintained,
and destroyed in secure manners. Several different frameworks have been estab-
lished to accomplish these goals. This section delves into some for both sym-
metric and asymmetric cryptography.

There is a close relationship between the identity procedures in the last
section and the keying methods in this section. Often this leads to a seeming
chicken/egg conundrum: how can keys be established between parties if they
have not verified identities, and how can identities be verified without exploit-
ing keys? The answer is hierarchical: using some established infrastructure, such
as PKI in Section 5.8, the parties can have some foundational material to then
bootstrap the keying. This example highlights the other important feature of
the protocols in this section: the keying material is usually ephemeral; long-
term material is leveraged purely to create the short-term material, which is
what is used for actual applications.

The relevance to navigation for the methods in this section is in a support
role. Cryptographic methods used in navigation signals use keys that will be
shared in ways that differ from ephemeral ad hoc sessions. However, enabling
that sharing may involve methods outside the navigation enterprise. For ex-
ample, if users need to use a system public key, the question of how they get
that public key, and why they should trust it, will use procedures from other
infrastructures.

Finally, we mention that we are considering key establishment between
two parties. The problem of establishing a key among multiple users is known
as group keying and is more challenging to do efficiently, as opposed to many
one-to-one exchanges.?

6.3.1 Key Management Ingredients

We define key management as the set of techniques for supporting establishing
and maintenance of cryptographic keying relationships between various parties.
These techniques should encompass:

* Initialization and registration of the parties. These procedures are a pre-
cursor to the actual key generation, although they may involve creating
long-term key material.
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* Generation, distribution, and installation of keying material for the parties.
These techniques are the focus of this section: given some foundational
key material, how can the parties establish temporary keys?

* Controlling the use of keying material. Often this goal is in the hands of
the parties (i.e., safeguarding the material). But some methods may have
built-in time limits where the keys expire after a certain time.

* Update, revocation, and destruction of keying material. These techniques
are the mirror of the initialization step; that is, the ability to revoke par-
ties, and as a by-product, make their de-registration known.

o System-level maintenance of key material, like storage, backups, archive
when needed, and so forth. Maintenance also applies to the necessary
software and hardware consid erations. Clearly this goal depends on the
nature of the use of the key material.

These techniques have associated security goals, goals that are assumed
by the subsequent protocols. Key material, shared keys and private keys, need
to be confidential and maintain integrity. Confidentiality may extend to other
parameters, such as identifications of the parties. There should be trust in key
management, which extends to trust in the processes and the identities of the
parties. Unauthorized use of key material should be preventive. This goal goes
beyond confidentiality and includes such things as preventing replay. Finally,
there is the underlying need for authentication of all the entities involved.

At the system level, key management includes the usual processes and
procedures, such as well-defined practices and roles/responsibilities, account-
ing/auditing, and periodic reviews. Such considerations are beyond the scope of
this book, although we will point out where they will need to be specified when
appropriate. It is important to remember that key management considerations
can be crucial for the difference between the success and failure of protocols and
systems that use them.

6.3.2 Public Key Methods

In some ways, the key exchange problem for parties that share public key in-
formation is straightforward from what we saw in Section 5.8. If Alice and Bob
are in the same PKI and have certificates that they each can verify, then they
can establish their identities and proceed to use something like Diffie-Hellman
to establish a key. The issue is one of timeliness: how long should they trust
the other’s certificates? That, of course, is the problem of certificate revocation,
which we discussed in Section 5.8.

Another approach would be to have a trusted third party in real time
authenticate Alice and Bob by verifying their public keys, which would allow



154 Cryptography and Satellite Navigation

them to then establish a key. Consider as an example the protocol in Figure 6.5
due to Denning and Sacco [5]. Here we denote the trusted third party as Trudy
(also known as an authentication server). The steps are:

1. Alice sends her and Bob’s IDs to Trudy.

2. Trudy signs Alice’s ID, public key, and a time stamp. She also signs
Bob’s ID, public key, and time stamp.

3. Alice then forwards that information to Bob along with the new
shared session key K signed with the time stamp by Alice, all of which
is encrypted to Bob using his public key.

At this point, Alice and Bob have the key. Not shown are follow-on steps
that can ensure they agree on the key; for example, Bob could send a challenge
encrypted with K, which Alice can then decrypt and send back.

The use of time stamps requires some level of time synchronization. That
requirement can be removed with the cost of extra steps and nonces. An ex-
ample is the Needham-Schroeder-Lowe protocol, first proposed by Needham-
Schroder [6] and then improved by Lowe [7]. The complete protocol is shown
in Figure 6.6. The steps are:

1. Alice sends her and Bob’s IDs to Trudy.

2. Trudy signs Bob’s ID and public key and sends back to Alice.

3. Alice now contacts Bob, sending her ID and a nonce N, encrypted
with his public key.

4. Bob now contacts Trudy sending Alice and Bob’s IDs along with V,

encrypted with Trudy’s public key. This latter item protects N, from
ever being exposed.

Trudy
f]
sIg

|BPUB

Alice 3 > Bob

l“mA, PU & rIDB, PUs | K
T 1 S
SIG SIG
.

Figure 6.5 Public key verification using time stamps.

PUg
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Figure 6.6 Public key Needham-Schroeder.

5. Trudy now returns to Bob a signature of Alice’s ID and public key. She
also sends encrypted with Bob’s public key V4, a session key K, and
Bob’s ID along with Trudy’s signature of those items.

6. Now Bob can get back to Alice by encrypting with Alice’s public key
those items signed by Trudy, Trudy’s signature, and a nonce that Bob
creates, [Vp.

7. Finally, Alice sends to Bob Nyencrypted with K.

We point out a few subtleties in this protocol. First, note the use of Bob’s
ID in step 5. It would be naturally to think this item is not needed; after all,
Alice initiated the protocol to Bob. However, if Alice were to start this protocol
with someone else, say Eve, then Eve in theory could send the messages to Bob
pretending to be Alice. That fails to work because of Step 5 and 6, which would
cause Alice to realize that she is not talking to Bob. This was the fix found by
Lowe [7]. Second, the protocol is designed to share K, but the protocol works
fine if all that is desired is to authenticate each other’s public key. The final chal-
lenge response can be used using the public key information.
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6.3.3 Symmetric Methods

The methods in this section also use a trusted third party, often denoted as a key
distribution center (KDC) (although we will still use “Trudy” to show parallels to
the last section). The premise is that Alice and Bob share a relationship with the
KDC (e.g., long-lasting shared keys). The goal is for Alice and Bob to establish
a shared session key.

We first give the Needham-Schroeder protocol for this case; see Figure
6.7. The keys shared by Alice and Bob, respectively, are K74 and K. The steps

are:

1. Alice sends her and Bob’s IDs to Trudy along with a nonce INV,.

2. Trudy sends the following encrypted with K : Bob’s ID, NV, and
session key K. She also sends K and Alice’s ID encrypted with Kyz;
Alice, of course, cannot decrypt this.

3. Alice forwards the items encrypted with K5 to Bob.

4. Bob creates the challenge nonce Vg and sends it to Alice encrypted
by K, S-

Trudy

1D K
1 KTB
K
Alice 3 Bob
IDp Kg
Kre
4
Ng o
Ks
5
f(Ng) )
K

N

Figure 6.7 Symmetric key Needham-Schroeder.
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5. In response, Alice performs some simple function on Ny, like incre-
menting by 1, and encrypts it with K to send to Bob.

After the protocol, Alice and Bob have a key that they know is shared with
each other and that no one else knows.

As written, this protocol has the vulnerability that if K were ever com-
promised, then someone could replay the steps to get Bob to assume that it is
a fresh session key and use it. One way to fix the protocol is to add yet another
nonce. Basically have Alice first contact Bob, have Bob reach out to Trudy with
another nonce, and then use the information from Trudy to establish the key
with Alice.

Another fix, which we focus on, was proposed by Denning [5] and uses
time stamps. Basically, instead of nonces in the above protocol, one uses syn-
chronized time stamps to protect against any replay attacks. Synchronization
of clocks require some bound that takes into account such events as delays in
travel; the synchronization requirement bounds which replay attacks could be
possible. Since some protocols have a very course granularity, such as generat-
ing a session key good for a day, the synchronization requirement is usually not
that stringent. Of course, the reliance on timing of any sort shows the need for
trusted PNT.

An important use of Needham-Schroeder using time stamps is Kerberos.
The Kerberos infrastructure is shown in Figure 6.8. It comprises an authenti-
cation server (AS), a ticket granting server (TGS), and users. Users register and
have a shared key with the AS. The system is set up so that the user can connect
with any service that is under the purview of the TGS, for example, like a client
connecting to a server. The virtue is that the client does not share a key with
the server, and yet they will agree on a session key that secures their session.
Kerberos was developed by the Massachusetts Institute of Technology (MIT)
in 1994 [8].

Authentication

N

v

Ticket Granting
Server

Clients

Services/
Servers

Key Distribution
Center

Figure 6.8 Kerberos system.
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The steps that make Kerberos work is the merging of two separate Need-
ham-Schroeder protocols using time stamps. The first protocol establishes a
shared key between the user and TGS using the AS as the trusted third party.
The resulting key is bundled with other information, such as the time limit,
identities, time stamp, to yield what is called a zicker. This ticket is now avail-
able during its validity time to connect with any service associated with the
TGS. For example, if the user wants to connect to a server, it uses the TGS
as the trusted third party in a Needham-Schroeder protocol to establish a key
between them and the server. In this manner, a user could, for example, easily
log into any server on a network without sharing keys ahead of time. These
steps are summarized in Figure 6.9, where the numbers 1,2,3 parallel the steps
in Figure 6.7.

6.3.4 Comparisons

Both public key methods and shared key methods can work to create a frame-
work to let users establish session keys. PKI-based methods are more versatile in
that they can be readily extended. However, they are somewhat more computa-
tionally intensive, and certificate validation needs to be considered. Shared-key
methods using a KDC, like Kerberos, are more efficient but the KDC or AS
represent single points of failure and could be a bottleneck. As with most things
with security, these are trade-offs to be considered that go beyond the assurance
of the protocols.

6.4 The Network Stack

Cryptographic protocols can be used to achieve a large variety of security goals.
This section illustrates that breadth by looking at the standard layered archi-
tecture for communication networks and show how protocols manifest at the

Y
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Client / b Server
1b

Services/
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Figure 6.9 Kerberos steps.
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different layers. We discuss the security goals inherent at each layer and give
examples of protocols that achieve them. These protocols are also applicable to
satnav, in that they are vital for securing aspects of the satnav enterprise.

6.4.1 The Network Stack

A typical communication network is shown in Figure 6.10. The various nodes
share information with any other nodes in the network. The network must
support establishing links between neighboring nodes and the ability to route
information between nodes on the networks. Each network could be intercon-
nected (internet) with other networks. All the information is ultimately trans-
mitted over some physical channels. A good reference on networking is [9].

A layered architectures for network divides functionality into separate
layer, such as the physical medium or routing. We will focus on a simple ver-
sion the Open Systems Interconnection (OSI) model, shown in Figure 6.11
[1]. The simplicity comes from grouping the upper layers, such as presentation
and session layers, into a single application layer. Each of the layers is described
separately below.

The advantages of a layered approach is it achieves modularity. Solutions,
whether for performance or security, used at one layer can be updated without
usually affecting other layers. A simple example is the lowest physical layer: In-
ternet traffic moves seamlessly over wired and wireless backbones without any
change to the higher-layer network protocols themselves. The disadvantage of
a layered approach is efficiency. While performance may be optimized at each
layer, there is no guarantee that the overall result is optimized. Similarly, secu-
rity goals at one layer may also imply security goals at another layer, but regard-
less, protocols for security may be in place at every layer. Indeed, it is common
to have any given bit of information at the application layer to be ultimately
encrypted three or four times in succession through the network stack.

[ ]

- —
37 4 O
O B

B
=

Figure 6.10 Communication networks.
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5. Application Layer(s)

4. Transport Layer

3. Network Layer

2. Link Layer

1. Physical Layer

Figure 6.11 0S| network layer model (simplified).

The layered approach to defining the architecture is useful for satnav. For
example, navigation signals have the signal and data layers, as we saw in Chap-
ter 2. While design at each layer is often specified in a single interface specifica-
tion, there can be reuse, such as using the same data format on different signals.

6.4.2 Layer 1: The Physical Layer

Communication networks send information between network nodes, and ul-
timately this in formation needs to be sent over some physical medium. There
are many, many choices for the media: RF signals, fiber, copper wires, acoustic,
laser pulses, and so on. Essentially, any medium that allows some way to modu-
late information could serve as the physical layer.

In a network, multiple entities are using the same physical medium, which
then begs the question of how they can use it simultaneously without interfer-
ing each other. This question is the multiple access problem, and several methods

have been developed. We highlight three of them:

* The simplest method to allow multiple access is to force entities to
participate only during preassigned times. This method is called zime-
division-multiple-access (TDMA). It was used in cellular system Global
System for Mobile Communications (GSM).

* RF signals occupy some portion of the RF spectrum, and one method
to control access is to assign specific frequencies. This method is called
FDMA. An example is Wi-Fi, which assigns a specific channel to a user.

* The final example is called CDMA. The idea behind CDMA is to assign
to each user a random-like variation of the physical medium with the
goal that each user looks like random noise to the others. Thus they are
in fact allowed access the same resources at the same time, but have a
bounded affect on each other.
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The multiple access problem suggests the fundamental assurance goal for
the physical layer: availability. How can users ensure that they have access? In
some ways, this problem is difficult in that an adversary could always physically
impede the medium: cut the wire, block a laser, or jam RE Cryptography can't
do anything against such attacks.

However, cryptography can help prevent other attacks on access. The idea
is to cause variation in the medium that is cryptographically controlled. For
example, one form of FDMA is frequency hopping, where the signal changes
its frequency in time. That change could be controlled by cryptography, for
example, using the ciphertext generated from AES to select the hop frequencies.
Similarly, cryptography could be used to create the noiselike signals in CDMA.

What about other goals like confidentiality, integrity, and authentication?
These goals pertain to the information being modulated on the signal and thus
belong to the higher layers in the protocol stack. Likewise, the goal of limiting
access to the physical medium itself is based on control protocols at the higher
layers.

As we saw in Chapter 2, the physical medium for satnav is the RF signals
broadcast mostly in L-band. The issues we mentioned apply (i.e., that the signal
is easily jammed). Access is for the most part given by CDMA using spreading
codes, although GLONASS did use a form of FDMA. Cryptography applies to

this layer for satnav as we discuss in Chapter 9.

6.4.3 Layer 2: The Link Layer

Layer 2 of the network protocol stack concerns sending data directly between
network nodes; that is, establishing the link between two nodes on the network.
There are a host of various standards under JEEE 802 that define how to make
this link, from Ethernet to wireless local area networks (LANs) and personal
area networks (PANs). These standards consider this layer divided into two
sublayers:

* The Media Access Control sublayer, which is responsible for modulating
the data frames onto the physical media. (We will not use MAC as the
abbreviation for “media access control” since we already use MAC for
“message authentication code.”)

* The Logical Link Control sublayer, which is responsible for handling the
flow of the data frames.

To illustrate how cryptography can be used in this layer, we focus on
the wireless LAN standard 802.11 known as Wi-Fi. The overview of 802.11 is
shown in Figure 6.12. We consider the case where there is an access point (AP)
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Figure 6.12 Overview of Wi-Fi.

that several users want to access. The AP will be used to connect to other parts
of the network. Part of that connection will possibly be to reach back to an au-
thentication server to validate the users. A user wants to establish a link to the
AP, which would allow them to likewise access the network.

Cryptography will be used to achieve the following security goals:

* Authentication of the AR A user desires to connect only to the legitimate

AP,

* Authentication of the user. The network may desire to control access of
who may connect. Note that open access networks, which would allow
anyone to connect, may be desirable in some contexts.

* Confidentiality and integrity of the data frames. Only the user and AP
should be able to read the data frame and ensure it has not been modi-
fied. Methods used to achieve this goal can also ensure that data frames
are not replayed.

* Availability. Adversaries should not be able, for example, to disassociate
a user from the AP by mimicking their data frames.

Authentication between the entities uses some type of identity protocol
similar to what we saw in Section 6.2. See the entities in Figure 6.12. The user
initiates the session with the AP, who in turn queries the authentication server.
The process will involve some challenge response from the authentication serv-
er, likely using some shared secret information such as passwords. Once the user
is authenticated, they will be allowed to associate to the AP. The authentication
server also allows the user to ensure that they are not connecting to a rogue AP,
The complete process establishes shared keys between the user and the AP

Once the keys are established, the data frames can be encrypted and au-
thenticated. The current protocol is called Wi-Fi Protected Access 3 (WPA3).
AES is used in different modes depending on the desired strength. Strongest
would be 256-bit AES in GCM mode using SHA384 for HMAC. Not only
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are the data frame payloads encrypted and authenticated, but the media access
control address is also authenticated, which prevents data being hijacked. There
is a long history of Wi-Fi encryption, with earlier methods being egregiously
broken.?

6.4.4 Layer 3: The Network Layer

Communication networks exist to transfer information between nodes, which
may not be directly connected by a specific link. That purpose requires that
information can be put into packets and routed from the source to the destina-
tion, going through several links along the way. The purpose of layer 3, the net-
work layer, is to provide this routing. It serves as the interface between receiving
the information from higher layers to be routed and sending that information
through each link.

We focus on the most used protocol for the network layer, the Internet
Protocol (IP) [1]. IP defines the network packets to be routed along with the
header information needed for the routing. The IP packet for IPv4 is indicated
in Figure 6.13. It comprises header information, the source and destination
address, which are 4 bytes each, and then the payload data. The IPv6 packet
is similar, with the important feature of larger fields devoted to addressing (16
bytes).

Similar to layer 2, there are several security goals:

e Correctness of the routing. Packets should go where they are intended.

* Confidentiality and integrity of the packets. One should be able to ensure

the packet contents have not been observed or modified.

* Availability. Packets should get to their destination.

There are also security goals related to the network routing.*

Achieving these goals can be done using good practices and correct imple-
mentation, such as to mitigate threats against routing and denial of service.
Security of the packet content is achieved by the IPsec protocol. IPsec consid-
ers two protections on the packet and two uses, so four possibilities in all. The
two protections are called Authentication Header (AH), which provides authen-
tication of the header and payload contents, and Encapsulating Security Pay-
load (ESP), which provides confidentiality through encryption along with au
thentication. The two uses are first zzansporr mode, which protects the packet

Header Source Destination Data

Figure 6.13 IP packet.
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contents but not the outer address. 7unnel mode protects the entire packet,
basically treating it as the payload in another packet.

The four possibilities are summarized in Figure 6.14. The cryptographic
functions are applied to select parts of the original packet, depending on the
purpose and use; basically authentication or encryption is applied to all the
information to the right of the indicated field. The specific algorithms have a
large variety of choices, but in practice commonly used algorithms are AES and
HMAC using SHA2 hashes.

The use of cryptography implies keys, and IPsec has as part of its ar-
chitecture key exchange methods under the Internet Security Association and
Key Management Protocol (ISAKMP). There are several possible methods that
can used, notably Internet Key Exchange (IKE), which uses certificates to estab-
lish identities and then Diffie-Hellman for the key exchange. Before ISAKMP
can be used, security associations need to exist between the participants, which
specify which algorithms are permitted, their certificates, and so on.

The use of IPsec allows for creating virtual private networks (VPNs). For
example, using IPsec between a remote user and an enclave network gateway
would make that user for all intents and purposes be as if they were within the
enclave. In particular, network traffic between the user and anyone else within
the enclave could be made unobservable outside. IPsec also allows for control of
the packets at firewalls, permitting only allowed information to go past network
boundaries.

As with the link layer, the network layer impacts satnav in its ubiquity in
communication networks, and thus its vital importance to the satnav enterprise.

6.4.5 Layer 4: The Transport Layer

The transport layer serves as a bridge between user applications and the net-
work. The purpose is to take the data generated from applications and set up

IPInfo Data Original IP Packet
IPInfo | AH Data AHin Transport Mode
NewlIP | AH IPInfo Data AHin Tunnel Mode
IPInfo | ESP Data ESP/auth ESPin Transport Mode
NewlIP | ESP [ IPInfo Data ESP/auth ESPin Tunnel Mode

Figure 6.14 IPsec uses.
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sessions with information that then is transported through the network. There
are two main protocols that we consider:

* The Transport Control Protocol (TCP) is a connection-based service be-
tween two entities, denoted client and server. TCP is designed for reli-
able transport: data will arrive eventually error-free and can be put in the
correct order. Since it is connection-based, there is an initial handshake
to establish the connection.

* The User Datagram Protocol (UDP) is connectionless, which means there
is no handshake and reliability is not guaranteed. UDP is useful for ap-
plications where it is better to lose information then have information be
out of order or arrive late, for example many real-time functions.

We first focus on securing TCP and then look at UDP. A useful illustra-
tion for TCP is web traffic on the internet. The security goals for TCP are
similar to those for the lower layers. Data should have both confidentiality
and integrity. The connection should be able to be established and not subject
to denial of service. Finally, the parties in the connection should be able to
authenticate each other. Not all of these goals need be true, that is, sometimes
authentication is only one-way, say a client authenticating a server.

The original protocol to secure TCP was called Secure Sockets Layer (SSL)
[1]. It has now been replaced by TLS, developed by the Internet Engineering
Task Force (IETF). TLS is a protocol that rides on top of TCP. TLS’s protocol
stack is shown in Figure 6.15. The main component is the record protocol,
which bundles the information to be sent after cryptographic processing. The
record protocol establishes the secure connection and provides the confidential-
ity and data integrity.

The record protocol operates on fragments of data; the action on fragment
is shown in Figure 6.16. The main points are that the data is first fragmented.
Each fragment is then possibly compressed, a MAC is created for authentica-
tion, and then encryption is done before transmission with its header. These

Application Data

Handshake| Cipher Change | Alert

TL
S Record Protocol

TCP/IP
Figure 6.15 TLS protocol stack.
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Figure 6.16 TLS record protocol.

cryptographic operations use symmetric keys generated in each session. The
specific algorithms are highly tunable. Typical algorithms are AES/GCM, RSA,
and elliptic curved Diffie-Hellman.

The other three subprotocols are specific to controlling the overall pro-
tocol and are within the record protocol. The choices for the algorithms and
the required keys are part of the negotiation in the handshake subprotocol. The
change cipher subprotocol is used to notify the overall protocol to updates its
cipher suite. The alert subprotocol sends cither fatal or warning alerts when
something problematic is found in the protocol.

The handshake protocol begins with mutual “hello” messages. After that
certificates are exchanged. Those can be two-sided or one-sided (e.g., often a
client just desires to authenticate the server). Once the certificates are verified,
the key exchange occurs, for example using Diffie-Hellman. The handshake
process can also be performed using preplaced shared keys. In such a case, there
is still mutual authentication using challenge-response methods, and a session
key is established.

Note how TLS relies on TCP (i.e., a reliable transport of the data). How
then can connection-less UDP traffic be secured? There are protocols in place,
such as Datagram TLS (DTLS) and Secure Real-time Transport Protocol (SRTP).
They establish keys first, and then the data is protected using usual crypto-
graphic methods. The latter can handle the loss of data.

As with the other protocols in the network stack, the importance of TLS
to satnav is to the satnav enterprise; see Chapter 7. The main usefulness is the
ability to create secure both ad hoc sessions for established relationships to ex-
change data in the enterprises and users.
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6.4.6 Upper Layers: Applications

The upper layers take the data from applications and bundle it for, for example,
TCP/IP. Perhaps the most widely used example is HT'TPS, which is the secure
protocol for Hypertext Transfer Protocol (HTTP) (i.e., almost all web traffic).
HTTPS is just HTTP riding on top of TLS; that is, the TLS record protocol
is used for the transport of the HT'TP information, with TLS also establishing
the connection.

Another example is secure email. We saw how to secure email in Section
5.9. However, if those methods are not available, it turns out the email may
still be secured over most of the transport. The method is called opportunistic
TLS (sometimes called STARTTLS), and the idea is that TLS sessions are es-
tablished between the email servers when needed. Since it was proposed, op-
portunistic TLS has become widely used.

6.4.7 Observations

We stress a few things from the discussion on the network stack:

Network Stack Important Points

* The network stack secure protocols are modular. For example, both secure
UDP and TCP traffic can ride on IPsec protections.

* The protocols have commonalities, like establishing a session and then ap-
plying cryptography.

* Security goals vary by the layer. For example, the network access goals of
layer 2 are not relevant at layer 4.

* Attacks also vary by layer. One example is that denial-of-service attacks are
different depending on the layer.

* Finally, while cryptographic methods may seem redundant—encrypted
email over TLS over IPsec over a WPA3 link encrypts each bit four times—
the performance is usually not an issue. In turn, one gains the benefit of
protections from attacks that could be focused on specific layers.

Summary

The suite of protocols used in network communications is far-reaching and
omnipresent. They give examples for how all of the cryptographic primitives we
described earlier can be applied.

These protocols also are good examples of where the impact of quantum
computing described in the appendix will come in. Basically, any protocol that
uses nonquantum-resistant public key methods would need to be updated; in-
deed, TLS has already started adapting new algorithms.
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6.5 Other Protocols

Since cryptography is designed to protect information, cryptographic protocols
are used in other settings besides the networking. We highlight a few and offer
some insights.

6.5.1 Other Communication Protocols

Devices and users communicate in other ways besides using TCP/IP. One ex-
ample used to be the cellular networks. Specialized cryptographic techniques
and algorithms were developed in 2G and 3G. The cellular system security
goals are interesting for their asymmetry. From the cellular enterprise perspec-
tive, primary goals are availability, so that the use of the system is attractive to
consumers, and authentication of the end devices, to ensure a revenue stream.
From the user’s perspective, besides availability, they desire privacy of their com-
munication. Methods to accomplish these goals included challenge response
using shared keys, keys stored in the user’s device, and encryption of the voice
streams and data, although data services were just emerging in these generations
of cellular. As the world has moved to 4G, 5G, and beyond, cellular has gone
from circuit-switched to packet-switched networks, and as such there has been
a convergence with methods in the network stack.?

More local communication involves PANs. One prime example of a PAN
is Bluetooth (formerly 802.15.1, now managed by the Bluetooth Special Inter-
est Group). The Bluetooth standard is its own protocol stack, from defining a
physical layer that uses frequency hopping to data transfer between connected
nodes. Cryptography manifests in an initial session key generation based on
shared master keys between the two devices, such as a PIN. The resulting key
is used to encrypt the data stream. The Bluetooth security architecture can be
found in [10].

Communication at the application layer often has its own suite of proto-
cols regardless of the underlying transport mechanisms. One example is email
security, which was presented in Section 5.9. In recent years, applications de-
signed to share messages between users have arisen along with accompanying
security. One example is Whatsapp, which provides private messaging. It uses
elliptic curve methods to authenticate users and key exchange, with AES and
HMAC used for the actual private messaging [11, 12].

6.5.2 Internet of Things

The notion of IoTs is the emergence of having almost any electronic devices,
such as sensors and control objects, connected to a network. The network, de-
spite the name, does not have to be the worldwide internet, but rather it repre-
sents some connectivity between the remote device and the users of the device.
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IoT devices have security goals besides the expected confidentially, integ-
rity, and availability. Access and control is paramount. Only legitimate parties
should be able to access these remote devices, which are often not under direct
control of the users. Failure would mean having a remote device with access to
one’s network. Similarly, if the IoT devices serve as controls, such as a thermo-
stat, then protections need to be in place to make sure that false commands are
not executed.®

On the one hand, the protocols discussed in the previous section for the
network stack apply to these devices. In particular, TCP/IP-based protocols and
security are relevant. There are nuances, though, in that IoT devices are often
very resource constrained in power and data bandwidth. As such, while the
cryptographic protocols may be similar, the desire is to use lightweight algo-
rithms when possible, and indeed the development of lightweight cryptography
is motivated by IoT; see Section 3.6. On the other hand, some specific protocols
have been developed, such as the 802.15.4 family, which includes Zigbee [13]
and 6LoWPAN [14].

The IoT security problem is relevant to satnav since these devices will
want secure PNT, which will be provided by satnav. Thus, protections in these
devices could possibly be exploited to achieve PNT security goals, for example
as in the transfer of data for assisted GNSS; see Chapter 8.

6.5.3 Zero Trust

We finish this chapter on cryptographic protocols to mention one important
trend in assurance philosophy called zero trust. The idea behind zero trust is
not to trust end devices by default, but rather force regular verification of these
devices, which must be (re)established for every transaction. This notion is in
opposition to the Cadbury egg or M&M models of perimeter security.”

The operational concept for perimeter security is to screen at perimeters,
keep bad things out, and then allow validated processes inside a perimeter fairly
wide access. If additional privileges are needed then a new perimeter is encoun-
tered and validation is performed. This model reflects the idea that once an en-
tity has validated itself to a perimeter defense, it is trusted. Thus, if a perimeter
is breached the damage can be very significant. A reflection of this is that most
attacks proceed by escalation of privilege, and this escalation is enabled by the
fact that the threat is allowed to be persistent in the perimeter that they have
breached.

Zero-trust counters this philosophy with several changes. One change is
to assume that breaches will occurs and limits the damage once a breach has
occurred. There are also the concepts of least privilege access and explicit veri-
fication. Several important technologies enable zero-trust, such as (distributed)
identity management and the ability to detect abnormal patterns of activity, a
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data-science approach to activity monitoring [15]. Zero-trust methods put a
slight burden on the user in terms of the regular authentication, but it mitigates
having rogue devices/end points going undetected. See [16] for NIST’s zero
trust architecture. The applicability to satnav depends on whether the mutual
authentication can take place, since such authentication presupposes connectiv-
ity; we discuss the use of communication for satnav in the next chapter.

6.6 Takeaways

This chapter serves as a summary of Part II on cryptography. Cryptographic
protocols use the three families of algorithms—symmetric ciphers, hashing,
and public key methods—and combine them to accomplish various security
goals. The protocols comprise a series of steps and interactions between par-
ticipants, and as such rely on some fundamental assumptions. The participants
must agree on the steps and trust that everyone adheres to them or have the
protocol account for deviations.

We showed various ways that participants can perform mutual authenti-
cation to verify their identities. These methods often use a variation of challenge
response, where one party offers a challenge that only someone with the requi-
site cryptographic material will be able to respond to. At times, these protocols
may use a trusted third party. Related to the fundamental problem of verifying
identities is to establish the key material needed for the protocol. This key ma-
terial can be established using symmetric cryptography, such as with Kerberos
or with a PKI. It is good practice that the protocol key material is used for that
session, while longer-lasting keys are used just to create the short-term material.

We focused on the network stack to illustrate the use of the protocol ses-
sions. Each of the layers has its own security goals, which cryptography can en-
sure. The commonality is to create a connection and session at the layer, which
uses identity, establishes keys, and then protects the data being exchanged for
confidentiality and privacy. Other protocols work similarly, and indeed es-
sentially any communication protocol will be secure using the same sort of
methods.

End Notes

1. A fundamental assumption in the cryptographic protocols is that the parties share the
same security goals, specifically the desire to achieve those goals. When one of the par-
ties violates this assumption, for example by actively working to prevent those goals, we
call that an insider threat. Examples include leaking confidential information, falsifying
records, and so on. Preventing insider threat is a difficult problem, and most techniques
involve detection, whether by monitoring actions or the flow of information, such as on a
network.
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The group key problem has two main aspects. The first is how to create a key that is shared
by multiple users. While such sharing is problematic from a trust standpoint— all users
must trust that the key is protected by everyone—efficient methods have been developed
in the various protocols. The second aspects is related in that we want an infrastructure
that allows such sharing to be updated as needed. The survey paper [17] discusses several
different methods. The idea is to give users a separate key material that is only used to
protect the distribution of keys. The structure of this auxiliary key material is where the
various methods differ in their use and efficiency.

The first attempt to define security in Wi-Fi was with Wired Equivalent Privacy (WEP) in
1999. It uses the stream cipher RC4 for encryption and only a 32-bit CRC for integrity,
although of course the CRC does not give cryptographic integrity. The initial key length
of 40 bits with a 24-bit IV was not strong, and security was worsened by the fact that
implementations could easily reveal bits of the key. WEP was so broken that apps could be
downloaded to find keys, and the methods were deprecated by 2004. WEP was replaced
by Wi-Fi Protected Access (WPA) and implements Temporal Key Integrity Protocol (TKIP),
which prevents the attacks on WEP. That said, WPA was not as strong algorithm-wise as
the currently widely used WPA2 and WPA3.

The Domain Name System (DNS) is used to translate internet domain names as strings to
the actual IP addresses. DNS has been around since the beginning of the internet in the
1980s. IETF has developed a set of security extensions known as Domain Name System Se-
curity Extensions (DNSSEC). The basic idea is to sign DNS lookup records; the signatures
are validated using certificates that trace back to trust roots. Several different public key
algorithms are supported; see [1].

The original phone system over a century ago was circuit-switched in that any given call
was an actual complete physical circuit between the two end points (originally shared by
multiple parties, but eventually party-to-party). The early cellular standards followed this
model, and cryptographic methods were developed accordingly. For example, see the suite
of algorithms used by GSM. Today’s cellular networks have moved to packet-switched,
where calls and other data are just packets in the networks. Such a migration means that
the ubiquitous network security methods can be used.

Recent interest in cyberphysical systems has arisen because of cyberattacks on control sys-
tems that cause a physical response, as opposed to a cyber response. Satnav is a prime ex-
ample of a cyberphysical system: cyber is used in all three segments, with the fundamental
feature produced and used being a physical RF signal. More importantly for our purposes
is the emphasis on how cyber, namely cryptography, can be used to protect these physical
aspects.

Using zero trust is not the first time that M&M security has been declared dead. In 2011
there was a blog post titled: “M&M Security Bound to Be Eaten without Least Privilege”
touting a book on least privilege [18], a concept that has become part of zero trust. M&M
is a reference for being hard on the outside and soft on the inside.

At this point it might be apropos to discuss the Gardner hype model [19, 20]. Innova-
tion ramps into the peak of hype, followed by a trough of disillusionment finally recover-
ing to a more nuanced view. Zero trust is a security concept, but it is @/s0 a marketing

phrase.
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Cryptography and the Satnav Enterprise

The third part of this book applies the cryptographic algorithms and protocols
from Part II to satnav, and in particular the navigation signals. This chapter will
look at the uses of cryptography in securing the satnav enterprise, and the fol-
lowing chapters will focus on securing the satnav signals.

We begin by reviewing protocols and how they can manifest in satnav.
The breadth of a satnav enterprise forces us to limit our scope. A common ref-
erence for space enterprise architecture is [1]. The security goals of the satnav
enterprise have a lot in common with other infrastructures, notably communi-
cation networks, and as such, are widely covered in other places [2—4]. General
security is not our focus. Instead, we focus on where cryptography is used.

7.1 Space and Security

The need for securing commercial space systems has been evident for a while.
Commercial attacks on satellite downlinks date at least to the 1990s, with satel-
lite TV being one of the first widely publicized targets [5]. DirectTV and other
providers had to roll out several generations of user sets before the economic
impact of pirated signals was abated. At the start of the war in Ukraine, Viasat
satellite internet modems were attacked and required factory resets or replace-
ment to operate [6, 7]. It has been more than a decade since the first attacks
on satellite commanding was authoritatively documented [8]. There are other
well-documented attacks on space infrastructure since then [9, 10].

There are standards for security in space systems from the Consultative
Committee for Space Data Systems (CCSDS) [11], the “Blue Books.” These
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standards are developed to be very general and cover a wide variety of situations.
But sometimes the contents may be counter-intuitive results, such as that the
TC (telecommand) Space Data Link Protocol has authentication and encryp-
tion as optional. There are many documents that focus on security from the
space community. These documents include the NIST report “Introduction to
Cybersecurity for Commercial Satellite Operations” [12]. The Cybersecurity
and Infrastructure Agency (CSIA) has advice for satellite communication (SAT-
COM) providers [13]. There is explicit direction for U.S. government systems,
Space Policy Directive 5, “Cybersecurity Principles for Space Systems” [14], and
the language is such that it is also applicable to private space systems.

The U.S. government offers general advice on securing any enterprise. In
particular, the CSIA has a resource center [15]. The National Aeronautics and
Space Administration (NASA) Office of the Inspector General has at least two
reports on cybersecurity: the first is a cybersecurity assessment of problems at
the Jet Propulsion Laboratory (JPL) [9] and the second is a report on cyberse-
curity readiness at NASA in general [10].

It also makes sense to follow a holistic view of the security of an organiza-
tion, and in particular, software is a regular topic in the discussions of security
issues. A holistic view of enterprise architecture is in [16], and while security
is mentioned, a more modern view would incorporate security and cloud ar-
chitectures more fully. There is literature on secure software development [17].
However, most of their focus is naturally on network aspects, as applications
move into cloud services [18, 19]. For a more general view of security, the cur-
rent edition of Ross Anderson’s Security Engineering is a good place to start [3].

7.2 Protocols and Satnav

Chapter 6 gave an overview of the general principles of cryptographic proto-
cols. This section applies those lessons to satnav, namely in the areas of trust,
identity, and key management.

721 Trust

From the user’s perspective, trust in satnav is similar to the trust in any public
utility. For example, users trust that the satnav enterprise will produce the sig-
nals they need and that these signals will adhere to the various interface specs.
When there is a deviation, the users trust it is most likely to happen by accident
and not deliberately from the enterprise. When we say “most likely,” we are
ignoring the possibility of the threats that we describe later in this chapter.
The user’s trust is based on the usual trust in a government-provided
service (i.e., failures would be fixable through the usual appeal channels). As
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private satnav services begin to proliferate, trust must manifest the same way as
trust in any private enterprise: through reputation, independent assessments,
trusted authorities, and so forth. Most of the time, the need for trust is one-
directional; the satnav enterprise does not as a rule have trust requirements of its
users. The exception is when users are entrusted to protect information, such as
keys. In that case, lessons from similar enterprises may be relevant.!

Finally, a user trusts in the various methods used, which comes from trust
in the signal and the signal processing needed for navigation. This trust in-
cludes trusting any time a cryptographic protocol is used, that the procedures
are implemented correctly, and that the enterprise protects its material.

Often trust is delegated, in that a user will trust certain features that in
turn anchor the trust. One example is in the chain of X509 certificates; a user
will implicitly trust that this chain is valid without direct interaction. Another
example is trust in the device. such as in the use of a Trusted Platform Module
(TPM), which often will have something like NIST FIPS 140 certification.

71.2.2 Identity

Recall the discussions in Chapters 5 and 6 on various ways to achieve identity,
such as PKI and a web of trust. For current users of a satnav system, there is no
chain of trust, although this may be changing. The Galileo system does pro-
vide for digital signing of navigation messages (discussed in Chapter 8). Private
companies are going to offer more complete services and it is likely that those
services will have cryptographically traceable chains of trust.

In the public GPS and other legacy providers, the signals serve as the
proxies for the enterprise: if the signal is verified, then implicitly so is the enter-
prise. This idea is complicated by the fact that the signals have to be sufficient-
ly easy to generate that every receiver can generate a local copy and perform
correlation.

The satnav enterprise is a broadcast system, so that the usual methods
of establishing authenticity are inadequate as they involve bidirectional com-
munication. For ordinary user equipment that is not fully network enabled,
the methods of Chapter 6 (such as TLS) will not apply. Similarly, challenge-
response methods cannot directly apply to disconnected user equipment. That
does not mean that methods analogous to challenge-response don't apply, in
that the methods such as TESLA and Chimera will have a user verify a
cryptographic-generated value that only the system could have produced.?

Although completely disconnected user equipment may not be able to
completely verify that they are receiving authentic signals, that does not mean
that they cannot detect problems. It will just be more difficult to have final cer-
tainty, which some applications require. Some of what they can do is discussed
in [20].
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723 Key Management

Key management requirements and associated methods in the satnav enterprise
usually follow common patterns. For example, securing communication to the
satellites will use shared keys that are generated and distributed by trusted orga-
nizations. The ground segment, both control and monitoring, take advantage
of network security methods and other standard information security (INFO-
SEC) practices. Where methods specialized come into play is for the key man-
agement required to enable any cryptography in the satnav signals.

Cryptographic keys used by satnav signals can be both symmetric and
asymmetric. For shared keys, the first issue is one of distribution: how do we
get the keys to both the satellites and UE. Figure 7.1 shows a generic key dis-
tribution center being used to share the keys, although in practice it is a single
key being used by the satnav signal. For the satellites, this sharing uses a similar,
likely the same, secure communication link that is used for TT&C. Shared key
systems are used when exclusivity in the users is desired, such as in a private
system or certain government systems.

For the users, we need similar secure links to all the users. This need is
where the difficulties arise: satnav will have millions of users. The other dif-
ficulty for shared key management is one of trust. As mentioned previously,
the enterprise would require that all users protect the shared key material. That
trait makes some solutions, such as disperse ad hoc distribution centers, harder
to realize.

These difficulties point to using asymmetric cryptography, which is much
more amenable to a large, ad hoc user base. In this case, the framework is as
shown in Figure 7.2. The central distribution is some PKI. Again, the satellites
will receive their material, namely the private key, through a secure channel.
The users, who need the public key material, do not need a secure channel,
in the sense of confidentiality, but just an authenticated channel. That need is
indicated by the SIG denoting a signature from the enterprise. Some existing
methods, that we explore in Chapter 8, may have a hierarchical PKI, with dif-
ferent enterprise certificates being used for different purposes and with different
validity times.
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Figure 7.1 Distribution of shared keys in satnav.
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Figure 7.2 Distribution of public keys in satnav.

These are not the same trust issues for asymmetric cryptography as for
symmetric. Users could share their public key information, so long as the public
keys can be authenticated, such as having signatures that anyone can verify. Still
there is the usual problem of authenticating the certificates.

Finally, we note that there does not seem to be the need for ad hoc ses-
sion security, such as TLS provides, for PNT. This observation stems from the
broadcast nature of satnav. That said, ad hoc sessions could possibly be used to
exchange information like public keys or ephemeris.

1.3 Satnav Infrastructure

The main empbhasis of this book is on cryptographic protocols used in satnav
signals, but of course cryptography is used everywhere in a satnav enterprise.
This section touches on those nonsignal applications; these applications serve
to secure the infrastructure needed to enable the signals. We build on the frame-
work discussed in Chapter 2.

In space enterprises, it makes sense to balance many factors with security,
because resources are very constrained in space. One framework for balancing
the various factors is NIST’s risk management framework [21]. These steps in
this framework can be summarized informally as follows:

1. Prepare (i.e., commit to the process);

2. Categorize the desired security goal and look at the impact of failure;

3. Select controls; look at NIST SP 800-53 [22] for general and NIST IR
8270 [12] for the orbital component;

4. Implement the controls and document;

5. Assess and evaluate how the controls are implemented and if they are
functioning as intended;

6. Authorize the specific entities that need to accept risk and document
the risks that are accepted;
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7. Monitor and update as needed using the data from the selected
controls.

There are certainly other approaches to risk management, and we are gen-
erally of the opinion that while flexibility is very important in security, it is
discipline and consistency that are necessary and are likely a larger factor in
achieving security. [n other words, good processes can enable good results.

131 Space Segment

We first look at the space segment; recall Figure 2.1. The traditional design of a
spacecraft has been to put all the security on the perimeter of the spacecraft at
the external interfaces and to allow the spacecraft to be free of security controls.
We feel this era is over for spacecraft as it is for other systems. That said, internal
security controls are subject to many constraints on a space vehicle.

As the complexity of the orbital components of space systems grows, the
need for security inevitably will also grow. Architectural complexity, like cross-
link commanding and hosted payloads, especially affects proliferated constella-
tions. In fact, there is evidence that hosted payloads are under consideration in
some sectors [23]. Further, low earth orbit (LEO) constellations that favor small
satellites are under development [24-26]. All these will have their pertinent
security architectures.

As an example, the networks currently used in spacecraft design, such as
the archaic 1553 bus [27] and the slightly more modern SpaceWire [28], don't
have any explicit provisions for security at the physical layer. SpaceWire is com-
patible with the CCSDS Packet Transfer Protocol [29], which optionally allows
encrypted packets.

At this juncture, it is likely that Ethernet would be the best option for
a secured bus network at the physical layer, and this is being developed for
NASA’s Orion program [30], European Space Agency (ESA) projects, and com-
mercially available [31, 32]. Security in these networks can be done using the
methods from Chapter 6.

The control segment controls the SVs operations, which include upload-
ing messages and commands in the TT&C link. There are the usual security
goals of confidentiality, integrity, authentication, and availability of the TT&C
links. Cryptographic protocols to establish these are straightforward, although
the specific methods are likely kept private. These methods ultimately use a key
shared between the control segment and SVs.

How is this shared key established? It could use keys that are prepositioned
and updated as needed. Or a key exchange algorithm could be used, which
would leverage a long-lasting private key on the SV. In both cases, observe that
the link is bidirectional, which enables two-way protocols to establish identity.
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The SV needs to execute secure protocols, both for the links to the con-
trol segment and in generating signals (e.g., digitally signing messages). Those
functions require protections of the computations via good computer security
methods. These methods are challenging for two reasons. First is that the com-
putation itself is challenging, since radiation-hardening is needed. That require-
ment may affect the processing speeds involved, which could impact how much
can actually be done on the SV.

Second, there is a growing move toward reprogrammability in spacecraft,
namely, the ability to future-proof the transmitter and allow algorithms and
protocols to upgrade. The ability to reprogram puts a burden on protections
(e.g., to make sure that the spacecraft cannot be adversely upgraded).

7132 Control Segment

Some of the security architecture of the ground segment was just mentioned
with regard to the space segment. Other parts of the architecture as they relate
to protections within the control and monitoring networks are shown in Figure
7.3. There is a set of communications links between the monitoring stations
and the control networks; these links are likely dedicated. There are also com-
munication links from the control segment and distribution nodes. Examples
of the latter include perhaps distribution of ephemeris information for out-of-
band uses and any key material. These links are not dedicated but instead will
use the internet.

As such, there is some protection that could be to ensure confidentiality
but often just needs to be authenticated.

The individual locations must have good INFOSEC protections. There
is nothing special about this need with regard to satnav other than some infor-
mation that needs to be protected in the short term, such as the integrity of
ephemeris, probably does not need long term protection in storage. An excep-
tion would be if logs need to be kept for audit purposes.

733 Mission Segment

In a satnav system, the monitoring sensor network is one of the most critical
systems. Most of the protections for the actual sensor are the same as for any
high-value user equipment; for examples, see the next section. The other issue
for sensors is basing, and the most common is ground site basing.

Secure, reliable communication links are critical, and sensor sites must
be sufficiently plentiful to allow observability of the system in the face of all
potential failures, including mischief. The net result is that planning for sensor
placement and design of secure, redundant, geometrically appropriate sensing
is not a trivial task.
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Figure 7.3 Security architecture in ground segment.

One way to reduce the dependence on terrestrial sensing would be via
cross-link (X-link) ranging, which has been under consideration for GPS since
the mid-1980s [33].% Cross-links have their own additional security concerns.

Sensors in a complex system, such as a GNSS system or any other control
system must have specific properties, including availability, integrity (nonre-
pudiation and authenticity) among them. Notice that confidentiality is not
among the required security properties. It may be that availability and integrity
are achieved using confidentiality, but confidentiality is not usually a primary
focus. Indeed, the nonemphasis of confidentiality in GNSS systems is one of
the very interesting aspects of working on GNSS security problems, since in the
design of most security systems, confidentiality is a main goal.

The importance of quality measurements cannot be overemphasized. The
heart of a GNSS system is to solve the estimation problem that minimizes
the user’s errors. Data includes almanac, ephemeris, and clock synchronization’
There is a basic system engineering tension between accuracy and performance
[34, 35]. The usual method for the estimation of information when there are
system dynamics and time updates is a Kalman filter, which is a time recursive
estimator for a dynamic system.

As with any least squares estimator, the problem with bad measurements
naturally occurring due to sensor failure, or malicious intent is easily under-
stood. Since least squares is the minimum of the sum of the squares of the resid-
ual errors, a large measurement error will produce a large effect on the estimate.

Consider Figure 7.4. Four points were modified, two at each end of the
data by swapping their values. The result seriously affects the accuracy of the
estimation, specifically the estimate of the slope parameter.

The figure also indicates that data integrity is hugely important in a con-
trol system such as satnav. No new data was generated in the attack; it was ac-
complished by manipulating the existing data. Data stores and pipelines gener-
ally need atomic, consistent, isolated, and durable (ACID) properties and user
interfaces are particularly susceptible to attack surfaces [36]. These examples
motivate that cryptographic methods, in conjunction with physical security,
and statistical measures are needed to maintain the integrity of the data at the
core of a satnav system.
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Unmodifed Data: Y = X + 1 Modified Data: Y = X + 1
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Figure 7.4 lllustration of data manipulation in least-squares estimation.

7134 User Segment

The user segment consists of the UEs and any distribution system they need.
There are three possibilities: the UE is not network capable, the UE is fully
network assisted, and the UE has limited or occasional network access. These
different network capabilities dictate possible security solutions.

For the nonnetwork-capable user equipment, some strategies may be
limited. Some security goals, especially against some threats against the satnav
signals, can be done with good antenna systems and signal processing, such as
angle of arrival or phase measurements. See [20, 37] and many papers at Insti-
tute of Navigation conferences as well as hundreds more at IEEE conferences.

The fully network connected UE is in a position to leverage a lot of re-
sources. For example, the hope is that in the long run, information from the
satnav augmentation services will be available over the internet. The first sug-
gestion of using GPS data over a “network” was in 2002 by S. Lo [38] in his
PhD thesis, to broadcast GPS WAAS data over Loran-C. There are several op-
tions for network-assisted GNSS users, such as decent time hacks like the NTP
protocol time distribution [39], which can improve time-to-first fix and also to
gate time in antispoofing algorithms. Another is to get authenticated data such
as almanac and ephemeris. Currently most cell phones are capable of getting
data from the cell network, but the data is not assured beyond that provided by
the cellular link protections.
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Out-of-band data distribution for GPS that is digitally signed from the
control segment has been proposed for some time. The U.S. federal govern-
ment already has an extensive PKI initiative [40]; so, establishing a trust path
to the U.S. government should not be difficult. In addition, in Chapter 10, we
discuss fast channel Chimera, an out-of-band enabled version of Chimera to
allow network users to avoid the long delays associated with bit-commitment
over the navigation message.

The user who has network access that is limited is an interesting case. Oc-
casional network access allows participation in PKI/X509-based trust networks,
with the proviso that revocations will not take place until an update from the
network. Operational strategies must address the incurred risks. There are sev-
eral cases of infrastructure that fit in this category, such as receivers for com-
mercial aviation. Protocols like NMA (Chapter 8) and (slow channel) Chimera
(Chapter 10) are targeted at these user cases.

The SBAS augmentation systems can be considered a network access.
While not two-way, they do provide additional data at a significantly higher rate
(250 bits per second) and the signal supports a time-to-alert of GPS anomalies
of less than 7 seconds. The U.S. Department of Transportation has data and
graphics on performance of GPS, WAAS, Galileo, and so on [41]; EGNOS has
similar reporting [42]. The capabilities of these augmentation based receivers
is a preview of the capabilities of a fully connected receiver. It should be noted
that given their role in time to alert, these systems are additional attack surfaces
for the PNT service. Thus either errors or spoofed signals represent significant
issues for the users of these services. At this time there are no trust mechanisms
built into these augmentations.

The UE itself will need INFOSEC to protect itself from cyberattacks (i.e.,
designed to cause it to fail in its PNT calculations). A possibly amusing example
of this need is an application on cell phones that spoof GPS to allow cheating
in the location based Pokémon Go game; more than one app advertises itself as
the best spoofer. This problem has been around for a while, but it is a mostly
self-inflicted problem.

Additionally, the UE will need to protect information that the satnav en-
terprise deems private, such as keys that allow access to non-public signals. If
the protection provided by commercial methods, such as. a TPM or other such
solutions, then the cost might not be very much. However, these protections
can be burdensome, as already mentioned.

135 Threats

As has been pointed out, satnav infrastructure shares features common to most
large technical systems involving networks, such as the cellular system, and the
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power grid. A lot of effort has been put into protecting such critical infrastruc-
ture. Examples include:

* The PNT conformance framework and the subsequent IEEE P1952
standard for resilient PNT platforms [43];

* The DHS program for PNT [44];

* NIST recommendations for cybersecurity in an enterprise [45].

These recommendations include discussions of the wide range of possible
threats. It is out of our scope to list these, again because they are not unique to
satnav. For example, vulnerabilities have been collected in a taxonomy for years
called the Common Vulnerabilities and Exposures (CVE) [46]. Related work is
MITRE’s ATT&ACK' [47], and specific to space systems, and nascent, Aero-
space’s Space Attack Research and Tactic Analysis (SPARTA) [48].

71.3.6 What about Satnav Signals?

Section 7.5 will look at the general construct, security goals, and the main types
of threats against satnav signals. However, we first illustrate cryptographic ex-
amples for the rest of the satnav enterprise.

7.4 A Summarizing Sample Enterprise

In this section, we outline a fictional GNSS service at an operational view, or as
a signal flow diagram, and indicate the protocols that might be considered on
various communication paths. In addition, there is a sample of cryptographic
algorithms that might be appropriate for those protocols. The algorithms are
notional. This discussion is not intended to be comprehensive, but more to
provide a concrete flavor the discussions in this chapter.

Figure 7.5 shows the components of the sample enterprise. We list the
components with their functions, security responsibilities, and interfaces to
other components. All the components except UE are internal to the system to
some extent. The specifications for UE are usually generated by the system and
its operators, but in many cases the UE’s implementations are not prescribed
by the system.

The mission segment computes almanac and ephemeris, payload health,
and various performance measurements. It is responsible for aspects of enter-
prise security and data integrity. It interfaces with the control segment (I), key
management (C), and the ephemeris service (A).

The control segment is responsible for the SV’s health and to upload in-
formation such as payload data. It is also responsible for aspects of enterprise
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Figure 7.5 Overview of the components of an abstracted satellite navigation system, show-
ing data flows.

security, process control security, and data integrity on the TT&C link. It inter-
faces with the mission segment (I), key management (D), the ground antennas
(E and K). Indirectly it interfaces to the SVs through interfaces ] and L.

The ground antenna contacts the SVs using the TT&C link. It is respon-
sible for secure communication, including data integrity and confidentiality. It
interfaces with the SV (J), the control segment (E), and key management (F).

The monitor station(s) observes and calibrates SV trajectories and health.
It is responsible for its data integrity and observing signal integrity. It interfaces
with the navigation signals (N), the mission segment (B), and key management
Q).

The space vehicle (SV) broadcasts the navigation signal, which includes
ranging and data features. It is responsible for its bus integrity, payload integrity,
its portion of the TT&C communication, and cross-link security. It interfaces
with the UE and monitor segment through the signals (N), the control segment
through E via the ground antenna (J), and other SVs through the cross links
(L).

The key management provides all of the keys needed for the cryptographic
functions. The specific operations include key generation, key wrapping/pro-
tection, key distribution, and key archiving. Specific interfaces include to the
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mission segment (C), the control segment (D), the SV via the control segment
(E, ], L), the monitor station (G), the ephemeris segment (O), and the user
equipment (H).

The ephemeris service provides SV position data for transmission and ar-
chival. The security function it uses is secure distribution of this information.
It interfaces with the mission segment (A), key management (O), possibly user
equipment and the public in general (M).

The wuser equipment provides PNT service. Security functions include de-
vice integrity and various processing functions to counter threats: cryptographic
protections, RAIM methods, antijam, and antispoof. The UE interfaces with
the SVs through the navigation signals (N), key management (H), and perhaps
the ephemeris segment (M).

741 Common Elements

Here are the general methods that could be used throughout the enterprise,
even if some are not in use today; see Chapter 6 for descriptions.

e Zero-trust methods (NIST SP 700-207, SP 800-207A);
¢ Two-factor authentication methods;
* Identity management (IM) of everyone;

e TLS with mutual authentication.

One might speculate that, for instance, the ephemeris service need not
use TLS, but mutual authentication cuts down the attack surface on denial-of-
service attacks and opens up options in dealing with flooding of requests. The
downside is that users would have to authenticate, and one still has to deal with
the problem that a large number of compromised peers would pose.

One way to proceed would be to host TLS on IPsec. In some sense, the
combination of TLS and IPsec are akin to the use of TRANSEC (IPsec) and
COMSEC (TLS), where TRANSEC prevents traffic analysis, and patterns of
use, and COMSEC provides security for the confidentiality for each of the
constitute flows.

When we discuss internet or intranet traffic, we will choose the newer
postquantum alternatives whenever they are available. For example, Dilithium
could eventually be used for digital signature, but until then, RSA and ECDSA
are still secure; see the appendix. Similarly, it may make more sense to look
forward and use key encapsulation methods like Kyber than to discuss Diffie-
Hellman in this context. We note that for symmetric algorithms, the standard
AES-256 is a postquantum algorithm. AES would be used in modes like AES-
CBC or AES-GCM. Hash functions would likely be the SHA-2 family.
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742 Mission Segment

The mission segment is discussed in Section 2.2.3. The mission segment’s pri-
mary job is to compute the almanac and ephemerides, and ancillary data, such
as clock steering, for the constellation. It is also responsible for performance
data. There are two critical interfaces: the control segment and the monitoring
segment. The monitoring segment provides the raw data to the mission seg-
ment’s calculation (i.e., data checks followed by a Kalman filter). The integrity
of the data is paramount, so the links need to be encrypted. The transport of
the data needs to fit the model; if the communication is soft-real-time, then
one might use a Kalman filter in a smoothing mode to allow for delays and un-
ordered data. Securing real-time systems and databases is well-understood and
can use existing internet protocols and the associated security models [19, 49].
The second critical interface is to the control segment, and can be conceptual-
ized as a database interface. The rub here is that if the mission and control seg-
ment use the same database, then appropriate tables can be coordinated [50].
Otherwise, the coordination is more complex (see Table 7.1).

7.43 Control Segment

The control segment is responsible for TT&C for the constellation. We will
assume that the ground antennas (G/A) are responsible for space vehicle con-
tact sessions, with keys specified in the control segment and retrieved from key
management.

The control segment tracks SV state information, such as physical state
(thermal, power, propulsion, attitude, etc.) and security state information, such
as what is needed for the antireplay protocol. The CCSDS recommends that
a counter field, antireplay sequence number be used to prevent replay attacks
[51]. A good version of this protocol will also stop operators from repeating
commands (see Table 7.2).

Table 7.1
Summary of Methods in the Mission Segment
Function Link Protocols
Data Storage NA  TLS, ACLs, IM, Database Security
Data Transport (from GA, E IPsec, TLS, cross-domain, REST,
to Control Segment) M
Data Transport (to A FTP IPsec, TLS, cross-domain,
Ephemeris Server) REST, IM
Key Management Service  C IPsec, TLS, IM
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Table 7.2
Summary of Methods in the Control Segment

Function Link Protocols

GA E IM, Real-time

Key Management D TLS, IM, Two-factor
TT&C to SV's J See SV (CCSDS)

7.4.4 Ground Antenna

The ground antennas are responsible for the mechanics of contacting the space-
craft. This includes TRANSEC generation. Data flows from the control seg-
ment thru the ground antennas to the spacecraft and back. The contact pattern
may be a few times a day, as in normal with GPS, or it may be more frequent,
as is with QZSS and Galileo.

See Table 7.3 for ground antenna interfaces. The TT&C interface to
the SV is governed by CCSDS standards. Some of this is tunneled through to
the control segment, since the GAs don’t unwrap noncommunication-related
telemetry.

7.45 Monitoring Stations

As discussed in Section 2.2, monitoring stations are usually a network of privi-
leged UE that sends measurements with some time lag back to the mission
segment that will be used to calibrate the system and to provide input to the
quality of service functions.

If there are encrypted signals, then there is an interface to key manage-
ment. If there is processing done on authenticated signals, the monitoring sta-
tion might have interfaces to the ephemeris service and the key management to
predetect issues with the measurements (see Table 7.4).

746 Space Segment

The main job of a space vehicle in a GNSS system is to provide the signal-
in-space (see Section 2.2.1). Realistically, there are many other details to be

Table 7.3
Summary of Methods in the Ground Antenna
Function Link Protocols
Key Management F TLS, IPsec

TT&C Traffic to Control Segment  E TLS, IPsec
TT&C to SV J See SV (CCSDS)
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Table 7.4
Summary of Methods in Monitoring
Function Link Protocols
SIS N ICD's, TRANSEC, or Authentication

Sensor Measurementto N REST/FTP IM, IPsec, TLS
Control Segment

Key Management G TLS, IPsec
Ephemeris Service M TLS, IPsec

attended to, such as the health of the navigation payload and the space vehicle
itself, which are paramount.

The security literature from NIST and elsewhere indicates that a shift to
zero trust mechanism with the spacecraft is desirable (note that this shift will
necessitate major re-thinking from current system designs). Achieving good se-
curity on TT&C links and cross-links is well understood, even if it is evolving,
to meet the zero-trust paradigm but is optional in the CCSDS standards.

See Table 7.5 which details space vehicle interfaces; the most important
is the actual SIS, while the TT&C are vital to the system’s long-term health.
Cross-links, especially ranging cross-links, can lighten the burden of links with
the ground.

14.7 Ephemeris Service

The ephemeris service exists to provide out-of-band navigation data, such as al-
manac and ephemeris, from an authoritative source. This is for real-time appli-
cations, and for the processing of historical data. The data needs to be presented
in a way that allows further distribution of the data and if transmitted intact the
authenticity of the data should remain intact (see Table 7.6).

748 Key Management

The job of the key management service is to orchestrate keys used by the sys-
tem. This includes

Table 7.5
Summary of Methods in the Space Segment
Function Link Protocols
TT&C J CCSDS Space Data Link Security Protocol [52]

CCSDS Authentication Credentials [53]
CCSDS Cryptographic Algorithms [54]

SIStousers N See UE
X-Link L Same as TT&C
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Table 7.6
Summary of Methods in the Ephemeris Service
Function Link Protocols
Data at rest NA Database, IM
Serving data requests M [Psec, TLS
che.iving data from the A IPsec, TLS
mission segment

* Key generation;
* Administration of keys;

* Key distribution including revocation.

Keys are generated using random bits, but it is important to make sure
that a key is never used twice and have correct entropy.

It might make sense to partition some functions, for instance to provide
cryptographic information that is public (e.g., public keys) in the ephemeris
service, since it is already public facing and scalable.

Compromised user keys, from a user view, have the same effect as the
compromise of keys elsewhere in the system. That is, the system keys and the
user keys need to synchronized, and it does not matter to the UE which is
incorrect.

See Table 7.7; all the services are network based and work the same.

749 User Equipment

The job of user equipment is to receive the signal-in-space and process it into
PNT information as described in Section 2.2.2.

If a private service is being used, then protection of symmetric keys be-
comes a concern. Modern TPMs do provide for secure key storage and in some
cases this may be adequate. Subscription services for video services and video
games use a combination of protection, identity management, and just-in-time
delivery of symmetric keys to protect their products. We would expect that
private satnav services would use similar technologies.

Table 7.7
Summary of Methods for Key Management Service
Function Link Protocols
Key generation NA Random Bit Generation

Key distribution ~ C,D,F, G, H,0 IM, two-factor
Data at rest NA Database, IM
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For instance, John Deere, a company that manufactures precision agri-
cultural equipment, uses PIN codes, with time and geographic restriction de-
vices; Starfire receivers are integrated into the equipment [55]. They are also
equipped, at least in the United Kingdom, with the construction equipment
security and registration (CESAR) data tagging system, which includes overt
and covert features and tamper-evident devices. Ownership is transferable (for
a small fee) [56].

See Table 7.8; the UE has one mandatory interface defined by ICDs to
receive the SIS. Any other interfaces will be internet (or intranet) and the device
will be considered net-assisted. An example of an intranet assisted device would
be a cell phone that gets GPS navigation message data from a cell tower.

1.5 Satnav Signals

The signal-in-space is a unique entity in GNSS. Part communication and part
bistatic radar, one-way radar, the signal is broadcast and there is nominally no
other communication between the broadcast and the receiver. The signals are
tracked in the receiver using correlation tracking loops. Correlation implies that
the signals can be generated, at least if all the information is known.

The use of TRANSEC for GNSS is to prevent electronic attack (EA):

Electronic attack (EA): Transmission of hostile signals (jamming) to
interfere with ethe reception of legitimate signals, consume bandwidth in
order to compete with legitimate signals (denial of service), and/or transmit
signals intended to achieve imitative or manipulative communications
deception based on signal parameters. The intentions of these EA efforts
are to deny signal availability or defeat signal integrity [57] (emphasis ours).

The goals for designing signals and protocols for GNSS systems are to
allow efficient and accurate determination of PVT and to allow for robust un-
derstanding of the availability and integrity of the signal.

Antijam, roughly, is achieved by processing gain, and the use of signal
processing and antenna-based methods. Processing gain can be used if the sig-
nal generation method is not known by the attacker. In a public GNSS system,

Table 7.8
Summary of Methods in User Equipment
Function Link Protocols
SIS N ICD’s, Authentication, TRANSEC
Key Management H TLS, IM, IPsec
Ephemeris Service (optional) M TLS
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the signal generation methods are known. There are many things that can be
done in signal processing, see [20], which is a good starting place to understand
the vast amount of literature in this area.

A moment of philosophy is in order. There are very good methods to
defeat electronic attacks, and some of them are very simple to implement, such
as white listing parameters as recommended by the U.S. DHS [58] for GPS.
These measures make it less likely that an attacker will be successful. But, for
instance, whitelisting cannot be used to assert the data is correct, only that it
could be correct. As a simple example, a GPS ephemeris data set for yesterday
with an adjusted time must pass a whitelist, and yet not be correct for today.
Instead, our main thesis is that cryptographic methods, if applied correctly, act
as proofs that the signal is correct.

Cryptographic and noncryptographic approaches complement each other.
One way to view this is that noncryptographic tests start with a prior assump-
tion that the signal might be correct and each test adjusts that prior assumption
that it is a correct signal. The probability that the signal is correct is a function
of the tests and the assumed capability of the attacker. If the attack is sufficiently
sophisticated the test will fail to detect the attack, leading to a false positive.

Cryptographic techniques start with the prior assumption that the signal
is correct and attempt to authenticate that assumption. The test is indepen-
dent of the capabilities of the attacker. Under the assumption that the required
cryptographic materials have not been compromised, there is no possibility of
a false positive.

But let us be very clear, cryptographic materials can prove the authenticity
of the signal and bind it to time, but in a ranging system, they cannot be used
to prove the path between the receiver and the space vehicle was minimal. The
authentic signal arriving at a receiver 100 nano-seconds late via multipath or a
repeater, is not correct. The only solution to this is to look for earlier arriving
signals and use the earliest one. This is squarely in the domain of the signal pro-
cessing techniques. The hazard of taking the earliest signal is that if a spoofer is
present and understands that preference, then their strategy is clear: make sure
the malicious signal is the first signal to arrive at the user equipment.

Cryptographic methods used in satnav signals are the unique part of the
satnav security architecture, and as such the last chapters of this book are de-
voted to describing them and their current, planned, and proposed implemen-
tations. This section offers an overview of these methods.

7151 Satnav Signal Layer and Security Goals

Figure 7.6 recaps what was presented in Section 2.5 with an emphasis on secu-
rity goals. We divide a satnav signal into three layers:
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Figure 7.6  Signal layers and goals.

* Carrier layer, which captures such things as power, center frequency, and
power spectrum;

* Code layer, which is the CDMA spreading code and modulation;

* Data layer, which contains the navigation messages.

Each layer has its own security goals, and while there may be common-
alities in the names of the goals (e.g., availability), how they manifest will be

different.

7.5.1.1 The Carrier and Modulation Layers

The primary goal perhaps for the carrier and modulation layers is availability.
A UE should be able to acquire the signal if it is visible. In addition, the UE
should be able to continue to track such a signal. For authentication, which
includes integrity, the UE should be confident that the signal that is acquired
and tracked is the legitimate signal. That means it comes from a valid source
and its parameters, such as direction and timing have not been changed.
Finally, sometimes exclusivity is desired, which means only authorized users
can acquire and track. This goal is found in certain private services.

While the goals for the carrier and modulation layers are similar, the cryp-
tographic methods differ. Usually the carrier is a fixed frequency, although cer-
tain spread spectrum methods could use frequency hopping or FDMA, as early
GLONASS did [59]. Instead, cryptographic methods are more common as part
of the spreading modulation, which is the subject of Chapter 9.

7.5.1.2 The Data Layer

Availability means that the UE should be able to demodulate the data and
obtain the messages without error. Note that the data could be unavailable
even though the signal is being tracked. This situation occurs if the integrate-
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and-dump of the correlation process is good enough to provide feedback to the
tracking loops but not good enough for data demodulation. See Section 2.2.2
and Figure 2.9 chip offsets of around |0.6| would result in data errors, but be
sufficient to keep tracking loops working. Jamming will cause a similar effect to
chip offset, especially when the electronics start to saturate.

The goal of digital signatures is to authenticate data (i.e., show the data
comes from the valid source and has not been altered in content or timing).
The various methods explored to apply cryptography toward these goals is the
subject of Chapter 8.

7.5.1.3 The Complete Signal

Cryptographic methods can be applied to each layer separately without inter-
action, similar to what we observed for the different protocols in the network
layers in Chapter 6. However, it turns out that recent methods have been de-
veloped that merge the layers together, essentially binding their security. These
methods are explored in Chapter 10.

Indeed, the Chimera protocol combines spreading code layer and data
layer cryptographic methods. This book presents each in isolation (Chapter 8
and Chapter 9 and then uses Chapter 10 to show their combination).

152 Taxonomy of Threats

The threats to the satnav signals divide naturally into three parts:

* Jamming, which is a denial of service of some aspect(s) of the signal;

* Meaconing, which repeats a valid signal with the intent that it be inter-
preted falsely;

* Spoofing, which is the creation of an invalid version of the signal.

A good reference on GNSS signal threats is [20].

In addition, threats against the satnav infrastructure could manifest in the
signal. Our focus is on threats to the UE generated by the falsification of the
signal-in-space.

7521 Jamming

Jamming for a satnav signal encompasses any type of denial of service: the pre-
vention of a UE from using the signal. Jamming could mean preventing ac-
quiring or tracking the signal. It also includes preventing the demodulation of
data or causing a non-correctable number of data bit errors. A general picture
is provided in Figure 7.7, which shows the UE being subject to both the actual
signals and whatever the jammer produces.
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Figure 7.7 Jamming.

Because satnav signals are so low power, they are easily jammed, and jam-
mers can be purchased.*

There are well-documented cases of interference in the GPS bands, in-
terference of commercial aircraft being “routine” around Ukraine and Syria as
of this writing, as measured by Automatic Dependent Surveillance-Broadcast
(ADS-B) messages on commercial flights. McGurn of the GPS PNT advisory
board commented on U.S. interference events in 2009 [60] and several promi-
nent events have occurred since then, some of which are understood [61] and
some that are not [62].

We do not elaborate on the jamming threat in this document, because
cryptography cannot mitigate being overwhelmed by power. There are solu-
tions, such as having a good antenna system that can null jammers, using au-
tomatic gain control, and having good depth of the analog-to-digital convert-
ers. Of course, a good option is moving away from the source of jamming if
possible.

Not shown is the possibility of threats to the satnav infrastructure that
could manifest as denial of the signals. For example, cyberattacks on the control
segment cause all signals to be set unhealthily. Mitigating such attacks falls un-
der the protections required in the infrastructure.

7.5.2.2 Meaconing

Meaconing, also called repeating, is the situation where the true satnav signals
are captured and then rebroadcast as is. The end result is that another copy
of the true signal is received, delayed in time. In some ways the effect of the
meaconer is like multipath (i.e., what can occur when the true signal reflects off
of an object and arrives later in time) that often occurs in urban settings. The
nominal situation is shown in Figure 7.8.

v |:> Meaconer

Figure 7.8 Meaconing.
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There are methods to account for multipath. Basically, the earliest ar-
riving signal in the UE is assumed to be the true signal. This assumption may
be false, for example if the only signal present is the reflected signal, which
can again often happen in an urban setting if the true signal is blocked by a
building. Another observation concerns polarization. For example, GPS and
Galileo signals are right-hand circularly polarized, and every reflection reverses
the signal polarity and usually attenuates the signal. However, since a meaconed
signal is intentional, the polarization and power loss traits can be corrected by
the attacker, although the late arrival cannot.

Again, cryptography cannot help against meaconing; any signal can be re-
broadcasted. The same noncryptographic solutions used for jamming can help
meaconing, such as antenna nulling and power-monitoring. The best mitiga-
tion is determining that the problem is meaconing and choosing the first ar-
riving signal. The choice of using the first arriving signal has two issues. First,
as already mentioned, there is the corner case when the actual signal is not
available. But there is the more problematic case if the adversary can generate a
copy of the actual signal and broadcast it in advance of the arrival of the signal.
That case is no longer meaconing, of course, but spoofing, but it does show the
danger with blindly accepting the earliest arriving signal.

7.5.23 Spoofing

The final threat on the signals is spoofing, where the adversary creates copies of
the signals and broadcasts them. The nominal situation is shown in Figure 7.9.
As indicated, the UE is receiving two sets of signals, and there is perhaps noth-
ing a priori that indicates which are the true signals.

There are many, many methods developed for anti-spoofing that do not
involve cryptography. Good surveys in include the papers by Psiaki/Humphreys
[63] and Giinther [64]. There are many related good ideas suggested for re-
ceiver developers/manufacturers to help prevent attacks on receivers [20, 65].

Cryptography has a lot to offer for preventing spoofing, which is the focus
of the last chapters of this book. Basically, as Figure 7.9 indicates, the spoofer
needs to generate the signal. If there are cryptographic features in the signal,
then that should prevent such generation. The nuances will be in protecting all
layers in the signals.

N

Figure 7.9 Spoofing.
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7.6 A Brief Relevant History

This section gives a timeline for the rise of cryptographic methods for protect-
ing the satnav signals. For each, we indicate where they apply. More details will
be given in the following chapters where appropriate.

7.6.1 The Need: Pre-2000

Between 1978 and 1985, the GPS Joint Program Office launched the Block I
GPS spacecraft, which did not have security measures; that is, the L1-L2 signals
used P-Code, a short cycled linear feedback shift register code that recycled at
the end of a week.

In 1989, the first Block II spacecraft was launched and in 1990 there was
a modification, and Block IIA was launched. The GPS system met the require-
ments for initial operating capability on December 8 1993 [66]. The Block ITA
(IT Advanced) spacecraft could generate the P(Y) encrypted signal and contin-
ued launching until 1997.

With the launch of the Block IIA spacecraft, two cryptographic func-
tions were implemented, selective availability (SA) and the antispoofing signal
P(Y). The navigation signals were divided into two classes, Standard Position-
ing Service (SPS) and Precise Positioning Service (PPS). The SPS signals were
degraded [66] starting on July 4, 1991; the PPS signal P-Code was replaced
with an encrypted version P(Y) [66] in 1994. The GPS system was declared
operational and it achieved full operational capability in 1995. In March 1996,
the United States announced that SA would be terminated [67]. In 2000, a
U.S. Presidential Directive committed the United States to turning SA off, and
the next day, the signal was visibly improved. In 2007, the United States com-
mitted to never use SA again [68].

The Gulf War in 1991 was a major turning point for GPS, demonstrat-
ing it as an enabling technology for maneuver warfare [69]. There was a lack of
GPS military receivers reported, and civil receivers were said to have been used,
with reports of SA being turned off for some time during the conflict [70]. GPS
jammers were reportedly deployed by the Iraqis [69].

The initial user equipment to deal with SA and AS was the Precision
Pointing Security Module (PPS-SM), and these were generally available in
1994 [71]. However, the next generation of user equipment security modules
was under development and in 1996, the SAASM Card Integration Program
(SCIP) selected Alliant Tech to develop the first selective availability anti-
spoofing module [72], and there was a Chairman of the Joint Chiefs of Staff
instruction mandating the use of SAASM for PPS user equipment. SAASM
provides for enhanced security, the use of encrypted black keys and over-the-
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air-rekey [73, 74]. The stated use of an encrypted signal was to prevent signal
spoofing [71].

As part of the 1996 Presidential Decision Directive, the Department of
Defense (DoD) initiated a review of the GPS system. Starting in 1998 the first
results were announced [75] and by 20002001 a plethora of additional results
were announced [76, 77]. The upshot was new military and civil signals, the
military signals were retrofitted into the last GPS IIR (replenishment) space-
craft and are designated as the IIR-Ms. The next block, IIF (“follow-on”), was
the first of the modernized vehicles, with the L5 and M-Code signals. Twelve
GPS IIFs launched between 2010 and 2016. The GPS III spacecraft, with
launches starting in 2018, also has new civil signals L2C and L5, and M-Code
the modernized military code.

1.6.2 2000s

In 2001, the Department of Transportation’s Volpe Center issued Vulnerabil-
ity Assessment of the Transportation Infrastructure Relying on Global Positioning
System [65], a comprehensive look at GPS as a system and how it is used and
a frank assessment of the potential problems that could occur. This influential
report spurred a lot of investigation into how GPS is used. Fairly soon after
this report, academic interest shifted to look seriously at GPS vulnerabilities.
Shortly afterward, in 2004, the U.S. Department of Defense established the
Joint Navigation Warfare Center in New Mexico and their responsibilities in-
clude PNT (position, navigation, and timing) testing for the DoD [78].

Academic papers on GPS threats started coming out of Mark Psiaki’s
group at Cornell University after the Volpe report [79], and one of his students,
Todd Humphreys, took a position at the University of Texas and published
more than a score of papers on attacks and countermeasures for GPS starting
in 2009 [80].

More germane was the beginning of papers to counter the threat of
spoofed signals, notably one by Logan Scott [81], who proposed combining
digitally signing the navigation message and inserting spread spectrum security
codes (SSSC). Scott’s paper begins with a quote from the Volpe report. He pro-
posed using the digital signature as a key to generate a cryptographically gener-
ated puncture (the SSSC). This idea is possible since the spacecraft knows the
messages well in advance of the broadcast (e.g., dozens of messages in advance).
He also notes that the substantial penalty is a delay in authentication; for criti-
cal applications, he proposes using SSSCs with a preplaced key for authorized
users. There is a pretty cogent analysis of the issues associated with trying to
protect preplaced keys and proposes using the FIPS-140-2 process at level 3 to
protect the keys. A paper with similar ideas was written by M. Kuhn [82].
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A Galileo-inclined group proposed NMA [83] for GPS and Galileo. The
Galileo team picked up on this and a few years later, and there was a serious
proposal [84, 85]. The current vision of the system as of 2023 is described in
[86], and the Open Service Navigation Message Authentication is documented
in the signal-in-space Interface Control Document [87].

The use of the TESLA protocol (see Section 4.8) to get around the size of
digital signatures and to increase loss tolerance seems to have occurred in several
places, with it first appearing in general publication in [84].

1.7 Takeaways

For the satnav enterprise, cryptography is used in similar protocols as with other
enterprises, such as communication and networking. These protocols require
good information security between the various segments in the enterprise,
such as in the TT&C signals, the monitoring station networks, and distri-
bution of information to the users.

For satnav signals, cryptography applies to the different layers in differ-
ent ways. These protocols are specialized because of the nature of the signals
and the specifics of the user base. Creating cryptographic methods that protect
signals buried in the noise is challenging. Enabling cryptography among mil-
lions of users even more so. Exploring such methods is the subject of the next
few chapters.

End Notes

1. Consider satellite radio services. These are broadcast systems, where a single signal is trans-
mitted and then received by many users, but only authorized users should be able to
receive the signal. This requirement puts some trust in the end user, or more accurately, in
the end user’s device. There is a trade-off between how well the security goal is achieved
versus burden on the user. Note the security goal is asymmetric in that the user likely is
not concerned about the exclusivity of the signal to other people.

2. Some schemes that use bit commitment, such as TESLA, are similar to challenge-response
in that the sender commits to a challenge that they then must respond to. However, these
methods differ, of course, from true challenge-response because the verifier (the user) did
not generate the challenge.

3. Cross-links are also sometimes called intersatellite links (ILS), especially in non-U.S. con-
texts [88]. The U.S./GPS community likely avoids the use of ILS for intersatellite com-
munication because of the use of ILS as an acronym for instrument landing system in the
aviation community The use of cross-link for intersatellite communication has been in use
since it was first demonstrated in the mid-1970s by Lincoln Labs’ LES 8/9.
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In 2013, a truck driver was fined $32,000 for using a device to defeat GPS tracking of
his work vehicle in 2009; he was reportedly also fired [89]. His actions had a significant
impact on the Newark Airport, which was severely disrupted.

There are references to NAVWAR (navigation warfare, differentiated from naval war-
fare, which gets similarly abbreviated), in DoD solicitations in the mid-1990s [90, 91].
An excellent history of the GPS military program from the origin of the modernization
program, in a Presidential Decision Directive in 1996 through 2013 is [91], written by
two U.S. Air Force officers who were in the GPS Joint Program Office in the 1990s and
returned to the GPS program as GPS program senior leadership around 2010.
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Navigation Message Authentication

Cryptography for navigation signals can be divided into three cases: methods to
protect the data layer, methods to protect spreading code and the modulation
layer, and methods that link those two parts together. We begin this chapter
with a discussion about protecting the navigation data messages. We generally
call this protection navigation message authentication because the focus is on the
integrity and authentication of the data messages. Confidentiality of the mes-
sages is rarely a goal for messages on open navigation signals (i.e., signals that
are available to everyone). The next chapter will look at cryptography applied to
signal protections; we start here with NMA because historically this was the first
proposal for navigation protections and remains the most mature.

We begin with a look at the various goals and constraints for NMA fol-
lowed by the history and a tour of possible protection methods. We then delve
into specific methods: Galileo’s Open Service NMA (OSNMA) and methods in
the Chimera signal. Our discussions of real systems must necessarily be brief
on specific details, but we will indicate the main concepts and tie them to the
cryptographic methods from Part II of this book.

8.1 Protecting Navigation Data

On the one hand, protecting navigation messages should be very straightfor-
ward. Chapters 4 and 5 gave methods for authenticating data based, respective-
ly, on shared keyed and public key cryptography. On the other hand, the nature

of satnav adds some nuances that constrain and often prevent such methods.
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8.1.1 Goals

Messages on navigation signals have two important traits:

* Messages are ephemeral. They indicate things like the current health of the
system, almanac and ephemeris for the SVs, and possibly other status in-
formation. A UE needs this information to compute PNT information,
but once the lifetime of the information is over, there is little reason for
the UE to save it. (The enterprise may wish to save the information for
logging and auditing.)

* Messages are universally available. Our focus is on open satnav systems,
which are available to all users. That means the messages need to be ac-
cessible for all users.

Given these two traits, the security goals are first, the integrity of the mes-
sages—they should not be modifiable, and second, the UE should be able to
establish the authentication of the messages. Confidentiality is not a goal, and
while availability is a goal, it falls under the more widespread goal of availability
of the signal.

There are specific performance goals tied to the security goals. Because
navigation devices are often constrained by resources such as power, any meth-
ods to achieve the security goals should be conservative in resource utilization.
Resources include the complexity of the cryptographic processing, along with
any required storage. System-level goals also relate to the complexity of imple-
mentation (e.g., any infrastructure required to support the cryptographic meth-
ods such as distribution of cryptographic material).

8.1.2 Constraints

NMA has some constraints due to the nature of satnav. Perhaps foremost is
the limited data bandwidth in satnav signals. Data rates can be on the order
of 50 bits per second before error correction. At such rates, a digital signature
of 500 bits would take 10 seconds to receive, which is both a large latency and
a large use of the data channel just for authentication. This limitation is even
more pronounced when one considers the ultimate need for quantum-resistant
digital signatures (see the appendix).

This limitation has pushed the use for more bandwidth-efficient methods
such as TESLA (Section 4.8). In addition, since the data messages are ephemer-
al, the authentication needs are also ephemeral, which could lower the require-
ment of the size of the authentication information. This trait is again pertinent
with the trade-offs for using TESLA, as we see later in this chapter.
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Satnav is an open broadcast system with the system sending messages
to millions of users. That characteristic means that shared key cryptographic
methods are off the table: there would be too much of a trust issue with millions
of users having to share the same key. That suggests that public key methods
must serve at least in part with any NMA solution.

8.1.3 Measures

The fundamental measure for NMA is how well the authentication material
indicates a violation of the security goals. That measure is a function of the
strength of the cryptographic methods, as we discussed in Part II of this book.
Again, the strength needs to be measured taking into account what the threat
can actually accomplish: Can the data messages be spoofed or modified in the
narrow window of time that the UE cares about?

Related to strength is latency. How long does it take for a UE to verify the
authentication information? For example, a data message that takes 10 seconds
to receive followed by authentication material that takes an extra 5 seconds
means that it is at least 5 seconds, and up to 15 seconds for the bits in the data
message to be pronounced verified after reception. Such latency means that
threats may only be detected after they have occurred.

The latency measure leads to the notion of zime to first authenticated fix
(TTFAF), which is the time it takes to authenticate all the information needed
for the PNT solution. TTFAF could be the same as latency if only some mes-
sages are needed and they arrive in parallel.

Latency and TTFAF are a function of the message error rates in the chan-
nel called the authentication error rate (AER). Messages that arrive in error mean
the UE needs to wait for a retransmission before it can be authenticated. Thus,
lower SNR scenarios will naturally have higher AER, latencies and TTFAFs.

There is the notion of #ime between authentication (TBA). This quantity
will depend on the spacing of the signal between authentication information.
Note the fundamental trade-off that a lower TBA means a greater portion of the
data channel is only being used for authentication and not to send navigation
information.

Finally, authentication methods have an opportunity cost on the data
layer. Namely, bits used for authentication are not being used for other services.
That loss of bits may impact other functions in the UE.

8.2 History

Before describing the various methods for NMA, we give a brief overview of
the history behind NMA. This history serves to motivate the evolution of the
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methods. In some ways, the actual methods are straightforward; the challenges
are usually more from a system perspective.

8.2.1 Original Thoughts

Since digital signature methods have existed since the early 1980s, it is natural
to apply them to navigation information, especially given the rise of security
concerns outlined in the previous chapter. Various ideas were being explored by
the end of the 1990s because of the Volpe report [1].! Explorations were aided
by emerging protocols like TESLA from 2000.

The first open literature discussion is perhaps that of the paper by Scott
[2] in 2003. Scott’s paper is seminal for not only NMA but also for the tech-
niques in Chapters 9 and 10. Specifically, the Level 1 of [2] outlines NMA. A
few years later, there are the survey articles in /nsideGNSS by Hein et al. [3,
4]. These articles provide a very brief overview of cryptography and then offer
possible applications. One section is devoted to NMA. Finally, we mention the
work by Wesson et al. [5].

8.2.2 Recent Trends

The modern take on NMA begins with the 2016 paper by Ferndndez-Herndn-
dez et al. [6]. This paper was a precursor to the emergence of NMA on Galileo
signals. The results are presented later in this chapter. The experimental satellite
NTS-3 began defining its authentication around this time. The Chimera pro-
tocol defined in [7] occurred in parallel and includes in part an NMA solution.
Chimera is defined in Chapter 10, although this chapter presents the details on
its NMA methods.

8.3 General Methods for NMA

There are two current techniques to provide authentication/integrity protection
for navigation messages due to the broadcast nature of satnav.? The first is the
use of digital signatures; the reader should recall the discussions in Chapter 5,
such as in Section 5.2. The second is to use the more data bandwidth efficient
technique TESLA (Section 4.8). While TESLA uses shared key MACs to pro-
vide authentication, the complete scheme still relies on the use of the occasional
digital signature.

Both of these schemes can be either in-band our out-of-band. In-band
means the UE receives all the information it needs through the navigation sig-
nal. Out-of-band uses a non-GNSS channel to transfer authentication informa-
tion. This use removes the constraint on the data bandwidth, but, of course,



Navigation Message Authentication 213

requires connectivity to that channel for the UE. We discuss each of these ideas
in more detail first for in-band and then describe the changes for out-of-band.

One important fact should be stressed for any method: their use by a UE
is optional. That is, a UE could ignore the authentication information, seem-
ingly with the accompanying risk, and still be able to obtain position and time.

8.3.1 Using Only Digital Signatures

The use of digital signatures to sign navigation messages is often what is referred
to when people say “NMA.” The main concept is to take a message or group
of messages and then send the digital signature of those message(s). The digital
signature is sent in another message after the signed messages. A general frame-
work is shown in Figure 8.1.

The steps associated with Figure 8.1 are as follows:

1. The satnav system creates all of the necessary information for the
NMA scheme. This information includes the scheduling for the digi-
tal signatures (“DigSig” in the figure), the parameters and algorithm
to be used, and the public/private keys.

2. 'The information required by the SVs is uploaded. Assuming that the
SV creates the digital signatures, this information must include the
private key, which is shared by every SV.

3. The public information, such as algorithm and public key, needs to be
distributed to all UEs.

4. On the SV, the digital signature is computed using one or more mes-
sages according to the schedule. Each SV does this separately.

EachSV:

4. Computes DigSig for messages(s)

5. Create authentication message
and inserts into stream

Space Segment

PR

6.Processes messages
and retrieves DigSig

7. Verifies DigSig

8. Acts accordingly

Ground Segment 11 Create DigSig schedule,
parameters, public/private keys

User Segment

’

RN 2. Distribute to SVs

3.Distribute to UEs Ty >

Figure 8.1 General system view of using digital signatures for NMA.
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5. The digital signature needs to be bundled into its own message and
inserted into the message stream.

6. In the UE, the messages are received and processed, which will include
any error detection and correction.

7. 'The pertinent messages and digital signature are extracted and the
digital signature is verified.

8. The UE acts accordingly based on the verification procedure.

A general view of the signing procedure is shown in Figure 8.2. The trans-
mitter gathers one or more messages to be signed, signs them, and then puts
the signature in another message. On the receiving end, the messages must be
gathered and bundled together until all are received. Then, once the signature
is also received, the whole collection can be verified.

Note that the process cannot begin until everything is received. While the
NMA steps are straightforward, there are some variations that need to be noted.
First, it is possible that the digital signatures are generated on the ground. This
possibility has the advantage of flexibility, but of course not all information
is then protected (e.g., any data generated by the SV, such as health informa-
tion). There is also the issue of how often information can be uploaded. On
the other hand, if the SV computes the digital signatures, then it needs to be
able to handle the more intensive computation required in the usually limited
on-board processor.

Second, there are trade-offs on the actual scheduling of the digital signa-
tures. If the signatures are created too often, then a larger portion of the data
bits are devoted just for authentication. If instead the signatures are generated

Transmitter | MSG | - .- MSG SIG
L )
Y
Sign
Receive
A
( \
Receiver MSG | ... MSG SIG

L Y\ Veriny/

Figure 8.2 Signing and verifying NMA digital signatures.
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more infrequently, then there is the issue that all signed material must be re-
ceived error-free for the digital signature to verify.
Finally, we consider the performance metrics.

* The strength of the scheme depends on the strength of the digital signa-
ture. Since the information being protected is ephemeral, the signatures
could have less cryptographic strength. Less strength means smaller digi-
tal signatures, which are needed for the navigation messages.

* Latency will depend on the length of time that the signed message(s)
take to be received and the additional time for the digital signature.
Signing more than one message makes for efficiency with regard to the
use of data bits for the digital signatures, but at the cost of greater latency
and the risk of a message being received in error.

* TTFAF comes from the time to receive signatures for all pertinent mes-
sages on at least four SVs. This latency will be comparable if the signa-
tures are synched.

8.3.2 Using TESLA

Recall from Section 4.8 the TESLA protocol, which is designed to authenticate
a stream of data. TESLA works by using shared key MACS for the authentica-
tion whose size can be adapted via truncation, unlike digital signatures. The
protocol uses bit commitment, in that the shared key used for the MAC:s is sent
in a later message. This later transmission adds latency, but usually the latency
is improved overusing just digital signatures.

The keys used for the MACs form a chain, where repeated application of
a one-way function like a hash function can be used to derive keys that were
used earlier. However, the whole hash chain needs to be vetted via some digital
signature. That requirement has two notable features:

o If the hash chain is divided into subchains among all the SVs (see be-

low), then a digital signature on any SV serves to verify the whole chain;

* Because of the multiple subchains, the digital signatures can be stag-
gered, which makes it more likely a UE can verify some signature more

quickly.

Figure 8.3 shows the general framework for using TESLA. The steps are:

1. The satnav system creates all of the necessary information for TES-
LA. First, it periodically—say once a week—creates a long chain of
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Each SV:
4. Computes MACs using appropriate key
5. Create TESLA message and inserts into stream

S ment
pace Seg 6. Sends occasional DigSig

Ground Segment ™1 Create TESLA chain and
subchains, parameters, public/

7. Buffers messages
until MAC key received

/

N private keys 8. Uses received key to
2. Distribute to SVs verify pervious MACs
3. Distribute to UEs 9. Receive and verify DigSig

10. Acts accordingly

Figure 8.3 Creating and verifying TESLA MACs for NMA.

TESLA keys using a one-way function. It divides the chain into sub-
chains for each SV. Associated parameters need to be defined, like
MAC sizes and algorithm. Additionally, the algorithm and keys are
defined for the digital signatures.

2. 'The information required by the SVs is uploaded. In particular, each
SV receives the information to generate its subchain (i.e., because of
the way the chain is generated, the SV could regenerate its subchain
from some specific starting key). If needed, the SV will receive the
private key, although it is possible that a digital signature is used to
vet the chain and all subchains, and thus could be generated on the
ground.

3. 'The public information, such as algorithm and public key, needs to
be distributed somehow to all UEs. This information needs to include
the specifics on the TESLA chains (i.e., when a UE can expect a swi-
tchover to a new TESLA chain).

4. On the SV, the SV computes the MAC:s for the messages using the
current key, which is not broadcast until a later time.

5. The SV creates the TESLA message that has the previously used key
along with the MACs and sends it.

6. Occasionally, the SV broadcasts a digital signature that is used to au-
thenticate the TESLA chain. For example, it could sign one of the keys
in the chain.

7. 'The UE receives the messages with their MACs and buffers them as it
awaits the key used, which is sent later.
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8. 'The UE uses the current received key to verify the MACs in the previ-
ous buffer.

9. If a digital signature is received, the UE verifies it.

10. The UE acts accordingly based on the various procedures.

A general view of the MAC procedure is shown in Figure 8.4. The trans-
mitter gathers one or more messages to be protected and creates the MAC or
possibly separate MACs. The current key from the TESLA key chain is used for
the MAC. The MACs along with the previous key in the chain are bundled into
a new message. On the receiving end, the messages must be gathered and bun-
dled together until all are received; the MAC:s are also bundled. These MACs
cannot be verified until the following set of messages and MAC/key message.
Instead, the received key is used to verify the MACs in the messages received
before.

A main advantage to using TESLA is that shared-key MACs are more effi-
cient from both a computational perspective and number of bits used. Not only
are MACs smaller for a given cryptographic strength compared to digital sig-
natures, but MACs can be truncated, which means the size can be tuned to the
cryptographic strength. Since the MAC is being used to verify information only
for a few minutes, there can be significant savings here. See, for example, [8].

In addition, the efficiency in MAC sizes allows for flexibility in what the
MAC applies to. While a digital signature may need to apply to several messages

MACs
Transmitter | MSG | ... | MSG Previous
Key

L )
Y
Create MACs /

Using Current Key

Receive
A
(
MACs
Receiver MSG | ... | MSG Previous
Key
( )

/\ Use Previous Keyto Verify

Previously Buffered Msgs
Buffer Msgs and MACS until and MACs

Current Key Received Later

Figure 8.4 General system view of using MACs for NMA.
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for data bandwidth efficiency, one could instead have a single smaller MAC ap-
ply to each individual message.

That allows for perhaps only a single message not being verified if errors
occur.

Another advantage of using TESLA is that the TESLA chain can be bro-
ken into smaller subchains. Figure 8.5 shows the idea. The overall chain is
length N with indexing starting at 0. If nominally we desire four subchains,
then they can be formed by basically a raster scan of the overall chains. Of
course, four would be larger in practice, and this construction assumes that NV
is divisible by the number of subchains.

From a scheduling standpoint, note that the MACs will need to be gener-
ated on the SV. The main reason is that it is unlikely all the required informa-
tion could be uploaded in a timely fashion, and not being able to authenticate
more often defeats the purpose of using TESLA. Fortunately, generating MACS
is more computationally efficient, as is the generation of the keys in the sub-
chain. Of course, these observations depend on the satnav system architecture.

There are similar trade-offs with regard to scheduling. As we mentioned,
smaller MACs could occur more often. But the key that generated these MACs
needs to appear (delayed) at some rate. Too infrequent is more efficient but
increases latency.

Finally, we again consider the performance metrics.

* The strength of the scheme depends on the strength of the MACS.

Again, since the information being protected is ephemeral, these MACs

Hash Chain
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Figure 85 Creating TESLA subchains.
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could have less cryptographic strength. The digital signature likewise
could have trade-offs, since it is being used to authenticate the TESLA
chain.

* Latency depends on the frequency of the TESLA keys being sent. That
frequency also affects the size of the message buffers in the UE, although
that is likely not a storage issue.

* The time for a full authentication solution would be compared to the
time to receive signature for all pertinent messages on all SVs. Because of
the subchains, this time is reduced if at least one TESLA key is received
and the TESLA chain verified.

Finally, and very important, the security for a given receiver depends on
its time uncertainty. Since TESLA is a bit commitment scheme, security is lost
if the keys used for MACs are known to an adversary so that they can send mes-
sages with legitimate MACs. Fortunately, this time uncertainty is usually not an
issue, being on the order of tens of seconds.

8.3.3 Out-of-Band

The above two methods were described in terms of in-band solutions, where
all the authentication information is within the navigation signal. On the other
hand, either of the methods could use an out-of-band channel to transfer the
authentication information to the UE. This out-of-band channel is likely over
the internet or cellular system, but dedicated transport is also possible. A gen-
eral system view is shown in Figure 8.6.

Each SV broadcasts signals as usual

Space Segme

pln

User Segment

1. Creates authentication 4, Processes navigationsignals
parameters/keys 5. Uses out-of-band messages
2. Generates stream of messages and authenticationinformation
with authentication information to verify processing

based onuploaded messages 6.Acts accordingly

3. Sends stream of messages with
authenticationinformationvia
out-of-band channel

Figure 8.6 General system view using out-of-band methods for NMA.



220 Cryptography and Satellite Navigation

In this method, the SVs act as usual, broadcasting the satnav signals. The
steps for the other segments are as follows:

1. The ground segment begins by generating all the parameters and keys
that will be used for authentication. This information also includes
things like the schedule for authentication messages and the TESLA
chain.

2. For the ongoing satnav signals, the control segment generates in par-
allel the pertinent messages and authentication information. This
stream of messages is consistent with the messages that were upload-
ed, but the stream can contain more information. For example, the
bandwidth in the out-of-band channel could permit sending the full
almanac more often.

3. The ground segment then continually sends the stream of messages
and authentication messages to the various UEs using some out-of-
band channel. More than one channel could be used to accommodate
different users.

4. On the UE end, it will process the satnav signals.

5. It will receive and verify the out-of-band stream of messages. This in-
formation should be consistent with its normal processing.

6. Finally, it will act accordingly. Besides deciding what to do if it does
not authenticate, the UE may have the opportunity to indicate any
issues using the same out-of-band link (i.e., to give situational aware-
ness).

Since this method inherits the cryptography of the other methods, their
system issues are comparable. Note that latency and frequency of information
is likely as small as possible, because the data bandwidth in the communication
channels is presumably much, much larger. That trait means MACs and digital
signatures could be at full-strength. Indeed, if the transport is over the internet,
then using TLS (Section 6.4.5) would enable the transmission of full strength
material. That low latency also means that the time to a full authenticated solu-
tion is likewise low.

Finally, out-of-band methods have the important trait that they are more
easily modified (e.g., changing algorithms, schedules, and parameters). It is
much more difficult to change methods on the SVs.

834 Summary

All of these methods are viable in their own way, but also come with system
constraints:
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* Using just digital signatures is perhaps the simplest but has data band-
width inefficiencies;

* Using TESLA is more bandwidth efficient, although the cryptographic
protocol is more complicated;

e If an out-of-band channel is available, then either of these methods pro-
vides more timely authentication.

In Chapter 10, we show how considering implementations across the
whole constellation can amplify the bandwidth efficiencies of using TESLA.

We stress that these methods provide data authentication and not authen-
tication of the signal timing. That trait means that while there is protection
from some threats, there is not protection against all threats. In addition, all
of the example procedures had the last step of the UE “acting accordingly.” We
do not say in this book what a UE should do. Should it stop processing, raise a
flag, call the authorities? There are many choices that all depend on the specific
nature of the UE and its mission.

8.4 Galileo OSNMA

Galileo is the first GNSS to implement NMA in its enterprise with its OSN-
MA. The initial Galileo NMA concepts date from the origins of Galileo in such
papers as [9] and the articles [3, 4]. This foreshadowing led to the paper in 2016
[6], which has many of the methods that were eventually adopted. This section
provides an overview of OSNMA and discusses the cryptographic methods and
rationales. Details are necessarily limited, and so the reader is referred to the
various interface specifications listed below.

8.4.1 Overview

OSNMA resides on the Galileo E1 OS (Open Service) signal; see Chapter 2.
This signal consists of a pilot and data signal, the latter has a data rate of 120
bits per second, given by 250 symbols per second. The higher data rate, than,
say, GPS, makes the signal more amenable to NMA methods. Additionally, the
fact that authentication was being considered as Galileo was being developed
meant that there was flexibility in the design (e.g., no concern for any legacy
implementations).

That said, there were some limitations in the early system, which led
to certain design choices. Specifically, authentication information needed to
be generated on the ground and uploaded to some set of satellites. This au-
thentication would apply to both the uploaded satellite but also to those that
could not have the information uploaded. The resulting idea was to have cross
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authentication of the constellation. This cross authentication is made possi-
ble using TESLA methods, namely a single TESLA chain spread through the
constellation.

OSNMA uses a TESLA scheme similar to that described above. There are
several trade-offs in the design as indicated in [6]:

* The strength of the needed digital signature to provide the authentica-
tion of the scheme must be traded against the size of the signature. As
such, signature strengths of 112—128 bits are considered, but even these
yield signature sizes on the order of 500 bits (see Section 5.5.4).

* TESLA improves the data inefficiencies of using digital signatures, but
then one has to trade off how often the signature is sent, since that is

what authenticates the TESLA chain.

* There are trade-offs between using a single TESLA chain versus one per
satellite. The former allows for easier cross authentication, while the lat-
ter is more secure in that there is not a single point of failure.

* There are some slight computational trade-offs, in that verifying the
TESLA chain requires hashing down to the TESLA root key. Such con-
cerns may point to using slightly smaller hash functions.

* Security in the TESLA chain depends on key size and the size of the
MAC:s. Again, smaller keys with sufficient strength, say 128 bits, suf-
fice. Small MACs may be viable in that gathering multiple MAC:s raises
the overall strength accordingly, since an adversary would need to guess
all the MACs. Compare that situation with the much larger MAC sizes
used to protect longer-lasting data.

* Finally, there are system trade-offs for the public key needed for the
digital signatures. How often should it be changed? How can it be dis-
tributed in an authenticated manner?

The result of these considerations is the current OSNMA design.

8.4.2 Overall Architecture

The overall architecture follows the general framework of Figure 8.4. There are
differences (e.g., in where the authentication information is generated). An-
other look at the authentication workflow is shown in Figure 8.7 (similar to
figures in [10]). On the left side are the main authentication components in the
signal-in-space: the TESLA Root key, the TESLA chain keys, the NAV mes-
sages, and the MACs, also known as tags. On the right side of the figure are the

receiver functions:
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Figure 8.7 O0SNMA functionality.

1. The TESLA root key is verified via a digital signature using the system
public key;
2. The TESLA root key is used to verify the current TESLA chain key;

3. The TESLA chain key and the received NAV message(s) are used to
compute the local MAC;

4. 'This computed MAC is compared with the received MAC. More de-

tails on the cryptographic functions are given in the next section.
Full details of OSNMA can be found in the following system documents:

Info Note. The Galileo OSNMA Info Note [10] provides an overview and
use cases for OSNMA.

OSNMA SIS ICD. The document Signal-in-Space Interface Control Docu-
ment [11] describes all the information in the signal for OSNMA. That
information includes the message structure for the digital signatures, the

TESLA keys, the MACs, and all associated messages.

Receiver Guidelines. This document [12] describes the functions that a re-
ceiver needs to perform for OSNMA. These functions include verification

of the TESLA chain keys and the MACs.

In addition, see [13] for distribution of information over the internet such

as the PKI certificates for OSNMA.

8.4.3 Cryptographic Methods

The operations shown in Figure 8.7 are achieved by a series of cryptographic
methods. The paper [14] outlines the four main steps:
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1. 'The public key needs to be authenticated any time it is updated. This
goal is accomplished using a Merkle hash tree.

2. 'The resulting public key is used to verify the TESLA root key.

3. An authenticated TESLA root key can then be used to authenticate
any TESLA chain key.

4. In particular, once the TESLA chain keys are authenticated, they can
used to regenerate the MACs and compare those MACs to the re-
ceived MAC:s. The result authenticates the messages.

We discuss each of these methods separately; all of them use the methods
described in Part II.

8.43.1 Public Keys and a Merkle Tree

The Galileo system needs to accommodate distribution of the public keys for
authentication of the TESLA chain via the TESLA root key. During the lifetime
of the system, it is possible that more than one public key will be needed. As
such, the system is set up to allow the user to verify a new key. These goals are
accomplished by creating at the start of the system up to 16 possible public keys
and using them as data to construct a Merkle hash tree. The result is shown in
Figure 8.8, where the M represent the public keys along with any metadata.

As discussed in Section 4.6, the Merkle tree is constructed by taking suc-
cessive hashes. That is, the hash for a parent is the hash of its two children
concatenated together (e.g., the hash X1,1 is derived from the hashes X0,2 and
X0,3). In that way, knowing the lower level nodes allows one to compute the
values further up the tree. Using the properties of the hash function, any devia-
tion from the original data (e.g., if a key were to be changed) would result in a
mismatch in the top-level hash.

Figure 8.8 OSNMA Merkle Tree (Figure 18 in [11]).
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For OSNMA, every receiver obtains the top-level hash at the factory. The
public keys are sent over the air with the pertinent data. In addition, the values
of the other hashes needed to reproduce the top-level hash are also transmitted.
These values consist of the sibling hashes to the chain hash nodes above the
current key. For example, above A2 is (X0,2), (X1,1), (X2,0), and (X3,0). The
required sibling hashes would be (X0,3), (X1,0), (X2,1), and (X3,1). Using these
hashes, which reveal no information, being hashes, the receiver can eventually
compute the top-level hash X4,0 and compare it with its stored value. Thus, the
receiver can verify the public key is correct. The current system uses SHA256
for the hash, although the ICD also allows for SHA3-256.

The benefit of this scheme is that the public key can be sent using the Gal-
ileo signal and yet still be authenticated. Since public keys usually do not need
to be changed often, the limited size Merkle tree should be sufficient. There is
minimal computational cost to the receiver since once it computes the required
hashes, the public key is verified for that public key’s lifetime, and presumably
the receiver stores that state.

8.4.3.2 Signing TESLA Root Key

The public key is used to verify the digital signature of the TESLA root key.
The signature is formed using ECDSA P-256 (and SHA256) or ECDSA P-521
(and SHA512). These resulting signature sizes are twice the size of the ellip-
tic curve field. The inputs are the TESLA root key along with several meta-
data fields. Verification of the TESLA root key then follows using the standard
ECDSA algorithms.

Receiver functionality as defined in [12] indicates that failure to validate
the signature should result in the TESLA chain being discarded and the subse-
quent navigation data not authenticated. Otherwise, once the TESLA root key
is authenticated, it can be used for the duration of the TESLA chain.

8.4.3.3 TESLA Chain

The TESLA chain is constructed as a series of hashes to produce successive
keys; see Section 4.8 and the discussion earlier in this chapter. The hash func-
tion is again either SHA256 or SHA3-256. The hash function of a given key
to produce the next key must be truncated. The SIS ICD [11] allows for key
sizes between 96 bits and 256 bits in increments of 8 bits, although at the time
of this writing the OSNMA operational configuration is fixed to 128-bit key
lengths. The actual hash function uses as input the key, the system time, and a
piece of unpredictable information that acts like a salt. The resulting chain ends
with the key at index 0, which is the TESLA root key.

When a receiver obtains a TESLA chain key, it can perform the succes-
sive hashes down to the root key to verify that the thus obtained key matches
the TESLA root key that it has authenticated. Note that if a receiver saves the
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results of a such a calculation, it then only needs to compute hashes down to
any previously verified key.
As we discussed earlier, there are trade-offs in terms of the length of the

TESLA chain and the sizes of the keys. OSNMA allows for the flexibility to set

these values during operation.

8434 MACs

The truncated MACs, called zags in the Galileo specification, use a keyed hash
along with the TESLA chain key. The MAC acts on a combination of informa-
tion: the PRN of the satellite transmitting the data, the PRN of the satellite that
is broadcasting the authentication information (these two quantities can differ),
system time, a counter indicating where the tag falls, when the tag appears, and
the navigation data. These fields are concatenated and possibly padded. The
specific algorithm is HMAC using SHA256 or CMAC using AES.

Multiple tags can be sent in the OSNMA message. These tags can al-
low for cross authentication of the satellites or authentication of different data
fields. There can be some flexibility in where these tags are placed, which is also
indicated by the system using a fixed look-up table. This sequence information
must also be verified via a MAC calculation along with the individual tags.

Failure of any of the MACs indicates the resulting tags and messages should
be discarded.

8.4.4 Performance

The article [15] shows several performance results related to OSNMA:

* For availability, the metric is to have at least four satellites in view in a
120-second window with sufficient authentication information available
(i.e., if only certain satellites can transmit the information). In Septem-
ber 2022, this availability was over 99% worldwide.

* If sufficient tags are not received for all visible satellites, there could be
an accuracy degradation with not being able to use everything in view.
Studies show that this degradation was minimal, and presumably would
become much less as OSNMA matures.

* Finally, TTFAF was measured in two cases: a stationary receiver with
a clear view of the sky and a dynamic receiver in suburban conditions.
Since a receiver must wait to receive the next TESLA chain key, which
is at least 30 seconds, we expect that TTFAF will be greater than that
value. The stationary receiver had TTFAF around 100 seconds, while
the dynamic receiver was larger but still less than 200 seconds.



Navigation Message Authentication 221

8.4.5 Future Plans

At the time of this writing, OSNMA is almost operational. Upgrades to the
system are to move toward signal authentication methods, which we will detail

in Chapter 10.

8.5 Chimera

The Chimera protocol on the GPS L1C signal was developed as part of the
NTS-3 experiment satellite program. Chimera comprises methods for both
protecting data and spreading codes, and as such it is fully defined in Chapter
10. This section describes the NMA portions of Chimera. The initial Chimera
description is in [8] and the specifications in [16, 17].

85.1 NMA on Chimera

There are two flavors of NMA on Chimera applied to the L1C signal and
CNAV2 messaging (see Chapter 2). CNAV2 messages are 18 seconds long and
consist of three subframes:

Subframe 1: This subframe is 9 bits for the ITOW. It is protected by its
own forward error correction.

Subframe 2: This subframe consists of 576 bits devoted to clock and
ephemeris information.

Subframe 3: This subframe is variable date of 250 bits defined by specific

page numbers.

Subframes 2 and 3 add a 24-bit CRC separately. In addition, LDPC cod-
ing is applied before the messages are sent. Since the cryptography is applied
independent of the CRCs and before FEC, we do not discuss CRCs and FEC
further.

The two flavors for NMA on NTS-3 are

Baseline Chimera: This NMA application uses only digital signatures to
authenticate the CNAV2 data messages.

TESLA Chimera: This NMA application applies the TESLA protocol for

the authentication.

A fundamental decision early in the development process was how many
messages could be devoted to authentication. With only 250 bits per message in
subframe 3 devoted to extra navigation information, any other enterprise data
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may have demands on this limited resource. It was decided that a 20% allow-
ance for authentication was possible and practical. Specifically, that means two
subframe 3 messages per 10 messages (total). That tradeoff has ramifications
for both NMA flavors, as we will see below, in terms of the sizes of the authen-
tication information. It also indicates latency, since 10 messages, for example,
represents 3 minutes of clock time.

8.5.2 Baseline Chimera

Baseline Chimera was the initial design; the specification is IS-AGT-100A [16].
The NMA portion uses a Chimera epoch comprising 10 consecutive messag-
es. This collection of messages is authenticated with a single digital signature.
The specific bits to be signed are indicated in Figure 8.9 (taken from Figures
20-3 and 204 in [16]). All messages have their subframe 1 and subframe 2 bits
signed. The complete subframe 3 bits are also signed except for those messages
that carry the digital signature. Note the CRCs are not signed, and the signing
occurs before any forward error correction.

The bits in a Chimera epoch are concatenated together and some padding
is applied.? The signature uses ECDSA for the field P-224 (see NIST SP 800-
186, Section 3.2.1.2). The hash function is SHA-512 as defined in FIPS PUB
180-4. Using P-224 provides 112 bits of security, which was deemed sufficient
for the NTS-3 experiments. Additionally, the resulting 448-bit signature fits
into two 250-bit subframe 3 messages.

Subframe 1 Subframe 2 Subframe 3
r_H A — A —
Nondigital = S
Signature TOI Clock & Ephemeris &5 Page nVariable Data o
Messages
L . ) . J
To be signed To be signed
Subframe 1 Subframe 3
f_ﬁ A — D —
Digital S S
Signature TOI Clock & Ephemeris 5 Page 8 or9Variable Data £5
Messages
L . J L . )
To be signed

To be signed
exceptdigital
signature bits

Figure 8.9 Baseline Chimera message bits to be signed [16].
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The resulting signature is inserted as page 8 and page 9. Note these are the
L1C page numbers used for NTS-3 and are not the official page numbers used
by the GPS enterprise. Figure 8.10 shows the Chimera epoch and the locations
of pages 8 and 9. Page 9 should always be the last message in the Chimera ep-
och. Page 8 can occur anywhere among the other 9 messages.

Actual performance will be measured as part of the NTS-3 experiments.
Latency is predictable by the 3-minute Chimera epoch. AER will be a func-
tion of the SNR and the FEC on the L1C signal, which is more advanced than
other GPS signals. However, note that the loss of any message in a Chimera
epoch will invalidate the authentication for the whole epoch. Finally, TTFAF
will need to be inferred, since only a single Chimera signal is likely to be avail-
able for use.

8.5.3 TESLA Chimera

TESLA Chimera was published after baseline Chimera. Its purpose is to swap
out using digital signatures for NMA with using a TESLA scheme. Even though
there is only a single Chimera signal planned, the TESLA Chimera protocol is
designed for a constellation for signals. The specification is IS-AGT-101 [17].

The ability of TESLA to use MAC:s instead of digital signatures means
that we should be able to lower the latency. Specifically, a TESLA Chimera
epoch is defined to be half the length at 90 seconds or five CNAV2 messages.
The last message in this epoch is devoted for authentication information. That
arrangement still yields a 20% allotment, one message out of five. That authen-
tication message is page 10, with the same warning that this is the page number
on NTS-3 and will not necessarily hold for the GPS enterprise.

TESLA Chimera requires a TESLA chain. The specification is set up
to allow a weeklong TESLA chain spread across up to 40 satellites. TESLA
subchains are supported in generality (i.e., a receiver will be able to infer where

ECDSA using P-224 generates a 448-bit signature

18 18 18 18 18 18 18 18 18 18
Sec Sec Sec Sec Sec Sec Sec Sec Sec Sec

MSG | MSG MSG | MSG MSG MSG | Page8 | MSG | MSG | Page9

Bits 1-212 of Bits 213-448
448-bit signature of 448-hit
signature

Figure 8.10 Baseline Chimera messages to be signed. Page 8 location is arbitrary.
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a received key occurs in the overall chain by indexing). In particular, such in-
dexing allows a receiver to infer when a new TESLA chain starts.

The bits to be protected by a MAC are shown in Figure 8.11 (taken from
Figures 20-3 and 20-4 in [17]). All messages have their subframe 1 and sub-
frame 2 bits protected. The complete subframe 3 bits are also protected except
for the MACS in page 10. Note the CRC:s are not protected, and the MACs are
computed before any forward error correction.

One important difference with TESLA Chimera is that each message is
protected by its own MAC. That means if a given message is received in error,
only that message is not authenticated, except the loss of page 10 will invalidate
the whole epoch. To accomplish this goal, the decision was made to use smaller
MAC:s based on work from Stanford [8]. The size of the MAC is only 14 bits,
which is very small from a standpoint of protecting data at rest, but was con-
sidered adequate for authenticating short-lived message in transit.

The MAC:s are computed by concatenating the bits as in Figure 8.11 and
applying padding as needed.? The MAC is HMAC with SHA-512 (FIPS PUB
180-4). The lower 14 bits of the resulting HMAC are used for the MAC. The
key used is the key for this TESLA epoch in the TESLA chain. The resulting
MAG:s are inserted into subframe 3 of page 10 as shown in Figure 8.12.

As with any TESLA protocol, the TESLA chain needs to be authenti-
cated. For TESLA Chimera, this is accomplished by sending a digital signature
of one of the TESLA chain keys, which usually would be the TESLA root key
but does not have to be. The resulting signature is inserted into two CNAV2
messages using pages 11 and 12 (with the same warning about NTS-3 page

Subframe 1 Subframe 2 Subframe 3
r_} ﬁ[ A A 1
Non-Page 10 . ) . )
Messages TOI Clock & Ephemeris 5 Page nVariable Data It
L , J L . )
To be protected To be protected
Subframe 1 Subframe 2 Subframe 3
— v A Y A \
gl 70l | Clock&Ephemeris & Page 10Variable Data &
Mesage P ° g °
L . J L , )
To be protected To be protected
exceptfor specific
MAC bits

Figure 811 TESLA Chimera message bits to be protected by MACs.
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MACs from HMAC using SHA-512 and current TESLA chain key Page 10
Subframe
3
—
MSG 1 MSG 2 MSG 3 MSG 4 MSG5 22228
=====
18 18 18 18 18
Sec Sec Sec Sec Sec

Figure 8.12 TESLA Chimera messages to be protected by MACs.

numbers). The insertion is the same as pages 8 and 9 for baseline Chimera. The
resulting messages are added to the rest of the messaging. Strictly speaking, this
increases the amount of messages devoted to authentication above 20%, but
since the signature need not be sent that often, the effect should be minimal,
especially when considering a TESLA chain across a whole constellation.
Finally, TESLA will improve performance. Latencies seemingly are the
same, since a receiver needs to wait until the next TESLA epoch to receive
the required TESLA chain key (i.e., that is how TESLA works). But note in a
constellation, these page 10 messages could be staggered so that a receiver may
be receiving a page 10 from some satellite sooner, and its key could potentially
be used to derive the needed key. That observation should improve TTFAE
Finally, error performance should be similar, except note that loss of a single
message does not prevent authentication of other messages due to the use of

separate MACs.

8.5.4 An Experimental Design

NTS-3 is an experimental system, and thus Chimera and TESLA Chimera are
experimental signals. That means the many of the design choices would be
revisited if these designs were to become operational. Such specifics such as
the epoch sizes, signature algorithms, and the MAC:s sizes would need to be

updated.

8.6 Summary and the Future

NMA is perhaps the clearest example of where cryptography could and should
be applied in satnav. The goals of integrity and authentication are essentially
universal for data, and NMA are the methods to achieve that for navigation
data. However, the nature of satnav—broadcast, low data rates, constrained
devices—Ilead to very specific methods. Foremost is the use of the TESLA pro-
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tocol, as we saw with OSNMA and Chimera; other GNSS systems are moving
toward NMA methods.

TESLA exploits the advantages of shared-key methods via bit commit-
ments, although asymmetric digital signatures are still needed. The reliance on
public key cryptography is problematic due to emergence of quantum comput-
ing methods, which break RSA and ECDSA cryptography (see the appendix).
As such, recent work examines what digital signatures could replace the use
of ECDSA. Replace here means be able to fit into similar data message usage.
The paper [18] explores the possible candidates; see the appendix for a longer
discussion.

Finally, we stress again that these methods provide data authentication
and not authentication of the signal timing. Methods to provide the latter pro-
tection are in the next chapter.

End Notes

1. This early work includes nonpublished results by the authors.

2. Consider protocols such as TLS or IPsec from Chapter 6. In these situations, each piece
of data (packet, frame, etc.) is authenticated. But this authentication uses shared keys
established by the protocols, and such session keys are not possible in broadcast satnav.

3. Cryptographic algorithms like hashes and signing are designed to work on arbitrary bit-
length inputs by having any necessary padding built into the algorithm. However, most
implementations of these algorithms assume that the inputs are a multiple of bytes instead
of bits. As such, the specifications were written to add padding to make the inputs a mul-
tiple of 8 bits.
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Spreading Code Protection

The previous chapter showed the various methods used to protect the data layer
in a satnav signal. This chapter has a similar focus on the lower layers of the
signal, namely the carrier and modulation layers. Since in a satnav signal these
layers manifest in the CDMA spreading code, we use spreading codes or, more
generally, signal as the overall target for the protection. The overall goals are
also authentication and integrity: a user wants to be sure they are tracking the
legitimate signal and that it has not been altered, namely in terms of when it
was transmitted. The actual cryptographic methods are different than for data,
because the processing nature of the lower layers is different. Cryptography is
used to create features in the signal, specifically changes to the spreading codes,
which can be used to verify a true signal. Because one wishes for these features
be exclusive to the transmitter, confidentiality is also a goal for the methods.

We first expand on the traits and goals of signal protection methods along
with the constraints and performance measures. We present a brief history be-
fore listing the methods, concentrating first on the options for cryptography
and then how the cryptography can be applied. Our main example is again an
experimental signal on N'TS-3, which uses markers inserted into the spreading
code.

9.1 Protecting the Signal Lower Layers

Unlike NMA, which basically adapts standard data protection methods to navi-
gation messages, protecting the satnav signal lower layers is not obvious. We
desire essentially to authenticate the pseudoranges derived from the signal. The
derivation comes via correlation from a signal that is very low power (buried in
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the noise). Thus we need to put features that respect the pseudorange calcula-
tion while yielding authentication, similar to the way a digital signature adds a
feature to data that still allows one to use the data.

9.1.1 Goals

A satnav signal in the lower layers has the following important traits:

* The purpose of the signal is to yield pseudorange via its timing. Thus
the signal is very ephemeral: the timing changes continually, and it is
usually not vital to know what the timing was far in the past, although
note that some methods we will consider add latency that defines how
far in the past.

* The signal needs to be known to the receiver so it can track it to obtain
pseudorange. In other words, the receiver needs to be able to generate
the replica spreading codes of the true signal. Any cryptographic features
need to take this into account.

e Similarly, the signal is universally available. That means any features
need to be usable by most likely everyone.

Given these traits, the security goals for the signal are foremost integrity
and authentication. Integrity means that the signal can still be processed to
yield the correct timing. Authentication means we can be sure that the signal
came from the legitimate source. Using cryptographic features embedded in the
signal to achieve these goals implies that we need confidentiality/exclusivity of
the features.

There are implementation goals related to the security goals. For example,
any scheme should be scalable to the large user base. That scalability includes
distribution of any cryptographic material. There is also scaling with regard to
the features themselves (i.e., changing the features as necessary to enhance the
strength of the authentication).

9.1.2 Constraints

As with any security goals, their achievement should not have a large impact on
performance. For example, if the features take away from the processing of the
signal, for example, by reducing SNR, then that loss should be quantified and
deemed acceptable. To expand on this notion, consider that:

* One impact would be in the correlation properties of the signal, that
is, those properties assumed in a CDMA system (see Chapter 2). One
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should consider both autocorrelation degradation and cross-correlation
effects due to the added features.

* The features themselves need to be detected and processed. This need
requires that sufficient power is available in these features to perform the
authentication. That trait in turn means that power will likely be lost
from the main signal to perform pseudorange calculation.

* We emphasize that for the features to be used to authenticate, they must
first be discernible in the signal. If the features occur as only part of the
signal, then that means more time, and thus latency, will be needed to
extract the features.

Finally, consider implementation issues. Primary considerations are the
space vehicles and user equipment, such as size, weight, (and) power, and cost
(SWaP-C). There are concerns both with technology maturation and the time-
lines to implement any solutions. This latter point is even more severe when
one considers that changes to the signal itself are likely very difficult to achieve
in existing satellites; contrast that with some of the NMA methods where some
solutions exist just in the ground segment. In the receiver, there are also con-
siderations such as the resource utilization to do the cryptographic processing.

9.1.3 Measures

As with NMA, there are measures related to strength and latency. While there
is the usual strength to be considered by the cryptographic methods utilized,
strength is also related to the SNR needed to extract and process the features.
That processing takes time to gather all the feature information, which is the
main factor when considering latency.

There are the same measures of TTFAF and TBA as defined in Section
8.1. Note TBA can be considered for a signal from a single satellite or for time
between full authenticated fixes. In addition, we introduce TTFA, which is the
time it takes to gain the first authentication once the receiver is turned on. This
time is measured after the signals are being tracked.

9.2 History

Using cryptography in the spreading codes is not as obvious for open signals
as protecting data due to the traits mentioned in the previous section. As such,
early literature in the use of cryptography is sparser than that for NMA.

Logan Scott’s paper [1], which is seminal for NMA (Section 8.2), also
suggests methods for spreading codes. Specifically, Level 2 deals with punctures
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into the spreading code. The resulting scheme uses bit-commitment, although
without using that term. These punctures are called Spread Spectrum Security
Codes (S§55C). That paper also discusses Level 3, which uses private key meth-
ods. In parallel, the same ideas are put forth in a paper by Marcus Kuhn [2].

Since then, efforts to add cryptography to the spreading codes are
focused on using private, shared keys. Naturally, these techniques are likewise
not public. The recent breakthrough in public discussion came with the devel-
opment of Chimera, detailed in Chapter 10 defined in IS-AGT100A [3] and
IS-AGT-101 [4].

9.3 General Cryptographic Methods

Cryptography is used to generate features in the spreading codes of the satnav
signal. The application of cryptography is very simple, namely using a cipher
to generate ciphertext, which in turn generates the features. The variation in
methods depends on where the key used by the cipher comes from and how it
is managed. There are two methods:

* Using a shared secret between the transmitter and the receiver. This
usage is a form of zransmission security (TRANSEC), analogous to how
cryptographic methods used on data are a form of information security.

* Using secret information that only the transmitter knows. After trans-
mission of the features, information is revealed to the receiver to process
the features. This method is a form of bit commitment (Section 4.7).

Noticeably missing from these options is a direct use of asymmetric cryp-
tography. The existence of such a method is an open question, which we elabo-
rate on in the next chapter.

9.3.1 Cryptography and Spreading Codes

Consider Figure 9.1, which shows a generic outlook for using a cipher to gener-
ate the spreading code information. Any cipher could be used, either a block
cipher or a stream cipher; for concreteness think AES. The encryption process
uses plaintext that is known, say something that depends on time. The cipher
mode is ECB (see Section 4.7), since there is almost always no concern about
the ciphertext being repeated.

As shown in Figure 9.1, the ciphertext has two uses. It can either be used
to generate the spreading codes in total; basically, the random nature of the ci-
phertext bits are the desired random-like spreading chips. The second use is to
create features that are part of the spreading codes, for example, by puncturing
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Plaintext

Spreading Codes
Encryption |_Ciphertext |—
Spreading Code Features

Figure 9.1 Using a cipher to protect spreading codes.

or marking certain portions of the spreading code. There are trade-offs with
regard to performance, which we discuss in the next section.

Figure 9.1 shows the process for both the transmitter and the receiver.
That is, a receiver does the same encryption operation to create replicas of the
spreading code features. We stress that there is no decryption process.

The security goals follow from the nature of the cipher. As long as the key
is kept private to only the intended parties, one can be assured of the exclusiv-
ity of the ciphertext, which will also yield integrity and authentication. The
strength of this scheme depends on the size of the key. However, note that what
is being protected is very ephemeral, which means the size could be smaller than
what would be suggested for the use of protecting data.

The ciphertext gives exclusivity in that it cannot be generated without
knowing the key. That means that the ciphertext should not be revealed before
it is needed. Note confidentiality of the plaintext is not germane, because the
plaintext is already known (i.e., it is specified in signal documentation). This
trait of the scheme sets it apart from INFOSEC, where often ciphertext is avail-
able for anyone to see. We call this difference out explicitly.

The Need to Keep Ciphertext Exclusive
The ciphertext used to generate spreading code information needs to be kept
secret before it is sent.

9.3.2 Shared Key Methods

Shared key or private access systems are not open, and some security mecha-
nism is used to grant access. For instance, the user pays and gets access to the
system, much like a subscription service. Access comes from being given the key
used to generate the cryptographic features. Distributing the key requires some
type of infrastructure to do so securely. Separate out-of-band methods could be
used, using the protocols discussed in Chapter 7, because the keys should not
be sent in the open. Nonnavigation examples of such schemes include satellite
radio and satellite TV, which are two broadcast industries that use cryptograph-
ic mechanisms to control access to products. Both of these systems have a great
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deal of data bandwidth, which is usually not the case for satnav systems. It is
conceivable that a multitiered system could be used with multiple keys.!

Of course, a central issue to using shared keys is that the keys are shared
by all users, since there is presumably just a single signal being transmitted.
That trait puts a large trust burden on the users. In particular, the users’ receiv-
ers must be able to protect the keys from being revealed. There are commercial
solutions to protect such shared secrets. These systems can be difficult to get
completely right.?

Related to this trust issue is the need to deal with inventory. That is, with
some regularity, user equipment must be revalidated. The usual mechanism for
this is key expiration, and getting a new key requires revalidation. But key expi-
ration can be problematic since it affects the whole system, including all of the
transmitters. Mechanisms like zero-trust (Section 6.5) may be relevant, which
require that a person or device reestablishes its authorization to operate. This
may be as simple as associating a device with an account and paying the bill.
Usually, there is a feedback loop; once the bill is paid, the device is authorized,
and some proof is given that it is the same device that was registered. Most ser-
vices reserve the right to terminate your access if they deem you have not lived
up to the agreement.

9.3.3 Bit Commitment Methods

Instead of sharing keys that must be kept private, the system could just release
information after the signal has been transmitted. Since the transmitter has sent
the information before it is revealed, this is a form of bit commitment (see Sec-

tion 4.7). That release could be:

* The key used to generate the cryptographic features. This key would
essentially only be used once, and the system would generate a new key
each time before release.

* The specific cryptographic features. For example, the feature could be
the whole spreading code or just smaller snippets depending on what
was generated.

Releasing means using some separate, presumably much higher-speed
communication channel. For our purposes in this chapter, we will assume
whatever is needed of the communication channel and focus on the signal and
the relationship of the features to the signal.

Using the out-of-band channel means that latencies can be an order of
magnitude faster than say if the satnav signal itself was used. If the key is being
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released, a larger data bandwidth means we do not have to reduce key sizes just
to accommodate messages.

The information release must respect the timing in the signal. For in-
stance, if a key is available on the communication channel at a given time, then
that time is with respect to events in the signal (i.e., the signal must have already
used the key). For instance, if the key is served on a website, then the website
must be trusted to not release the key until the relevant time.

9.4 Applying Cryptography to Spreading Codes

The previous section showed how to generate the ciphertext needed to cre-
ate the cryptographic features in a signal. This section describes those possible
cryptographic features. We consider generating the complete spreading code
sequence or smaller markers/punctures. We also describe how cryptography
can be used to modify the chips themselves. Either shared-key or the bit
commitment schemes just described can be used.

9.4.1 Ciphertext as Spreading Codes

Perhaps the most straightforward application of cryptography for spreading
codes is to use the ciphertext as the whole spreading sequence. Consider Figure
9.2, where a series of plaintext blocks are encrypted into a series of ciphertext
blocks. These blocks are combined into the spreading code. For example, they
could just be concatenated to yield the spreading symbols.

This process begs the question: can such spreading codes be useful from
a signal perspective? Recall CDMA (see Sections 2.2.1 and 6.4) as a technique
to allow multiple users on the same channel. In this spread spectrum technique,
the spreading codes are chosen to have particular properties, such as one code

Plaintext

/

Encryption

/

Y

Spreading Code

Figure 9.2 Generating complete spreading codes.
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being orthogonal (uncorrelated) to another. The orthogonality is in the sense of
a (discrete) dot product. Orthogonality means that different signals act basically
as noise to the desired signal when acquiring and tracking.

Cryptography can guarantee this orthogonality provided the plaintext
blocks are unique, say a counter tied to time and the specific transmitter. The
reason is that a good cipher has the avalanche property (Chapter 3), which
means changing even a single bit of the plaintext means the resulting ciphertext
are essentially random to each other. That randomness is precisely what uncor-
related means. Strictly speaking, codes generated using cryptography are not
exactly orthogonal, but the expected value of their correlation is zero.

The security goals are obtained through this method by being able to
generate the sequence using the correct key and plaintext and using that to cor-
relate correctly (i.e., track, the incoming signal). Of course, someone could have
delayed the encrypted signal, but no one can generate the signal ahead of time
without knowing the key.

9.42 Ciphertext as Markers

Suppose instead that the ciphertext is used to generate portions of the spreading
code with the rest of the spreading code being the default for that signal. These
portions are called markers or punctures because of their relationship with the
overall spreading code. Examples include the SSSCs in Scott [1], the hidden
markers in Kuhn [2], and the security punctures in Chimera [5, 6].

Consider Figure 9.3, where the usual cryptographic process is used to
generate ciphertext. In this case, the ciphertext is split into to two uses. One

Plaintext

| | Spreading Code | |

Figure 9.3 Generating spreading code markers.
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set of ciphertext is used to specify the locations of the markers; the other set is
used to specify the values of the markers. Only a portion of the spreading code
is replaced by markers; that fraction is called the duzy factor of this scheme.

Creating separate ciphertext can be done by adjusting the plaintext blocks.
For example, a single bit denoting whether the ciphertext could be used for lo-
cations or values will suffice. See the next section for an example for NTS-3.

The security goals for using markers are different. Rather than just track-
ing the signal, we need a method that verifies the presence of the markers. Just
correlating the full spreading code won’t necessarily suffice depending on the
SNR and duty factor. The marker replacement can be either literally replacing
the spreading code chips with the ciphertext values, XOR-ing the ciphertext
values into the spreading code chip values, or even just flipping the spreading
code values based on the ciphertext. These options lead to different process-
ing methods, for example, see [7]. As with any detection scheme, care will be
needed to balance false alarm rates against detecting actual attacks on the signal
(e.g., by falsifying the markers).

The need for having the marker values come from ciphertext is because
they are then random and unpredictable. But why are the locations crypto-
graphically determined? After all, if the locations are fixed, then the receiver
knows where to collect the data for later processing. However, if the markers
are placed in the same location, then a pulse jammer can be used to generate
a denial-of-service attack by jamming only those locations. If the markers are
placed at random locations, then the jammer must have continuous duty cycle
or have enough gain to detect the puncture disrupting the underlying code in
just a few chips.

Even assuming random locations, there are trade-offs with regard to the
number of possible locations. A smaller number of potential locations simplifies
the receiver design in terms of where they need to look for markers. But a larger
number focuses a jammer to consider more locations.

In addition, one could decide that the marker positions are revealed at
the time the marker values are revealed, or one could use the previous key and
reveal the marker locations just in advance of them being used. That decision
also impacts the jammer (i.e., do they have no knowledge of locations until after
transmission or can they maybe try to process the signal ahead of time).

9.4.3 Ciphertext Modifying Spreading Chips

We can extend the marker idea to having the values and locations provide a
more subtle change to the spreading code. We offer an example called chip
shape signaling,® but there are many other possibilities. All that is needed is
some feature in the signal that can be varied with the variation cryptographi-
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cally controlled. As with the above spreading code and marker schemes, either
shared-key or bit commitment schemes can be used.

We will embed a cryptographic message in the chips by using one of two
chip-shapes. The user will process the chips, either in real time or after the fact
depending on when the necessary information is available. Processing will be
to see if they can detect the message. The message will be a pseudorandom se-
quence, bound to the channel and the time. The design is such that detection
with a square chip will recover most of the energy in the chip, but decoding
with the correct chip shape will increase the received signal power. We can also
correlate with the wrong chip shape with a corresponding loss in signal power.
We will call this the inverted signal. There are two concerns with the correla-
tions. The first concern is with regard to power attacks. The second concern is
doing the correlation across data bit boundaries.

The cryptographic message is generated using the same kind of crypto-
graphic process in Figure 9.3. The shaped chips will correlate well with a rect-
angular pulse, allowing reception of the signal in a streaming fashion.

The team led by Sanjeev Gunawardena at AFIT [8, 9] have proposed
manipulating signal generation details to act similarly to markers. We de-
scribe a scheme that we will call chip state modulation (CSM), which is akin to
watermarking.

Chips are generated with intentional ripples (see Figure 9.4). Either the
+ state or the — state are chosen based on cryptographically generated bits (in-
dicated, respectively, as authentication features 1 and 2). The variations in the
chip state are detectable once the key that generates them is known. This makes
the chip-shape a steganographic feature.

To allow reception when the key is not known, the perturbation has to be
small, as it will effectively rob power from the signal. Furthermore, to detect the
variation, the data on the signal will need to be removed. If it takes /V chips to
detect a data bit reliably, and the difference between knowing the sense of a chip

shape and not knowing is X%, then the number of chips that must be collected

to achieve the same threshold for data bit detection %N If we steal 10% of

No Authentication Authentication Authentication
Feature Feature 1 Feature 2

Figure 9.4 Two ripple chip states used to stegonagraphically hide the authentication data.
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the power, that is, the duty factor is 10%, then we have to integrate over 10

bits to achieve the same performance we are getting when we integrate one bit.

As an example, Ls chips are at 10.23 Mcps, and the data rate is 100 symbols/

second or 50 data bits per second. There are thus 102,300 chips in a symbol. At

a duty factor of 10%, we need to integrate over 10 symbols, or 1,023,000 chips.
The advantages of using the chip shape idea are:

* User equipment: The user can decide when and how many chips are to
be processed for authentication purposes.

* User equipment: The authentication marks are continuous. This trait
makes the correlation process easier to perform and likely reduces the
impact of timing mismatches.

The issues with this technique are:

* Spacecraft: It may be difficult to implement of the chip shape on the
spacecraft, especially with Class-C amplifiers that are typically used.
These are nonlinear and reasonably high in efficiency.

* Spacecraft: Direct digital synthesis would be required. As an example,
the chip shapes in Figure 9.4 with 10 points per chip would likely re-

quire a 10x increase in circuit timing.

* User equipment: The details of the signal would require analog-to-dig-
ital converters with sufficient dynamic range to allow the detection of
the feature.

* User equipment: The same internal timing issue might be a problem for
user designs. We do note that UE designers often have more flexibility
than spacecraft designers.

One other factor is that compared to punctures, there is less understand-
ing of how this might perform both in design aspects and in operation. The
reason is that there is decent literature on snapshot receivers [10, 11], with lots
of implementation experience.

9.5 Chimera Markers

This section gives concrete examples of the use of markers. The focus is on the
Chimera signal, which was originally designed for NTS-3. The markers are de-
signed to work with either slow channel or fast channel Chimera. In addition,
the same marker construction is used for either baseline Chimera or TESLA
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Chimera. The only difference in the marker construction for any of these cases
is where the cryptographic key comes from. Thus, we just consider the general
marker creation procedure called Chimera. See Chapter 10 for relevant history
of NTS-3 and Chimera. The interface specifications for Chimera are IS-AGT-
100A [3] and IS-AGT-101 [4].

9.5.1 L1C Spreading Code Structure

Chimera is based on the GPS L1C signal. The authoritative source for GPS
L1C is the interface specification IS-GPS-800 [12]. The spreading codes for
the L1C signal comprise two components: the data component and the pilot
component, each with their separate, near orthogonal spreading codes. Chi-
mera focuses on the pilot component. While there is not data per se, the pilot
component does have fixed overlay code that is length 1,800 symbols, which is
18 seconds at the 100 symbols per second rate. This overlay code is aligned with
the 18-second messages on the data channel (see Section 8.5).

The pilot spreading code is a repeating length 10230 Weil-based code.
The modulation, called TMBOGC, is a time multiplexed scheme between two
different BOC modulations. The main modulation is BOC(1,1), which alter-
nates with a lower duty-cycle BOC(6,1). Specifically, every 33 spreading code
chips consist of 29 BOC(1,1) chips and 4 BOC(6,1) chips; these are interwo-
ven in a fixed pattern. The pertinent information is that the Chimera markers
will only replace BOC(1,1) chips; the BOC(6,1) chips are left alone.

9.5.2 Chimera Marker Overview

The main idea is to replace some of the BOC(1,1) chips in the pilot signal with
cryptographically generated locations and marker values. Figure 9.5 shows a
nominal intended replacement; note the single square wave modulation, which
is the chip modulation for BOC(1,1).

The marker procedure is hierarchical and is depicted in Figure 9.6. Each
pilot symbol corresponds to a length-10230 spreading code which is a 10-ms
duration. The spreading code is divided into 1-ms pieces called seczors. Each sec-
tor, which is 1,023 chips long, is divided into 31 segments of 33 chips in length.
These 33 chips have the 29 BOC(1,1) chips and 4 BOC(6,1) in the prescribed
pattern. The goal of the marker procedure is to replace sets of these 29 chips
with the marker values.

The figure shows that some of the segments are of type S for slow channel
or F for fast channel. Inserting markers for either channel is independent of the
other. That is, each type uses separate calls to the cryptographic processing. In
addition, the actual pattern of types varies by signal.

The duty factor can vary from using zero to seven of the 31 segments for
each type. For example, using one segment means 29 chips are used for markers
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Figure 9.5 Marker insertion for Chimera (adapted from Figure 3-2 in [3]).
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Figure 9.6 Hierarchy of inserting Chimera markers (adapted from Figure 20-8 in [3]).

in a 1,023-chip sector. That is about 2.83% of the pilot channel or 3.23% of
just the BOC(1,1) chips. Using one marker per ms means 29,000 chips in a sec-
ond, which gives a processing gain of around 44.6 dB, assuming that a receiver
integrates for that long. The choice of duty factor shows the trade-off between
allowing more energy for authentication is the price of taking away from the
actual signal. We show some performance results below.

9.5.3 Cryptographic Processing

The cryptographic processing follows the scheme in Figure 9.3. AES-256 is
used to generate two buffers of ciphertext. One buffer will be used to determine
which segments are to be replaced with markers. The other buffer will be used
to generate the 29 values for each marker segment. The buffers are created on a
pilot symbol basis (i.e., for ten sectors).

The amount of ciphertext needed depends on the duty factor. For loca-
tions, there are either 16 or 15 possible segments depending on whether S or
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E respectively. That means 4 bits are needed to determine a choice randomly,
so if d is the duty factor, the total number of bits needed for a pilot symbol for
location is 40 X 4 for each type. That number determines the number of 128-
bit AES ciphertext blocks. A similar calculation applies for the marker values.
Here we need 290 bits per pilot symbol (29 bits for each of 10 sectors), so the
total number is 290 X d for each type. Again, dividing by 128 determines the
number of ciphertext blocks. We stress that the duty factors can be different for
the slow and fast channels.

Generating these different ciphertext buffers requires that we have dis-
tinct plaintext. The plaintext block is shown in Figure 9.7 with these byte fields:

* SRC is the source (e.g., 0 for NTS-3);
* PRN is the PRN of the signal;
* Lnk is link (e.g., L1, L2, or L5);

* Z-count is 4 bytes and is defined in [13] and is set to the start of the cur-
rent marker sector (it remains constant for the pilot symbol);

* Prd is the period is related to the Chimera period for fast channel Chi-
mera;

¢ S/F denotes slow channel or fast channel;
* DF is the duty factor;

¢ EN is the function that determines if these are for marker locations or
marker values;

* Ind is the index of the ciphertext block into the relevant ciphertext buf-
fer;

* Cntr counts where this pilot symbol is in the Chimera epoch;
* Fill is “AF”

The use of the Z-count field means that the counter will not roll over very
often; it counts in 1.5-second intervals, which is a bit more than two centuries.

128 bits plaintext (16 bytes)

A

A 4

P T—— [ 1]~

Src PRN Z-Count Prd S/F DF Fn Ind Cntr Lnk
Figure 9.7 Plaintext for Chimera markers. (Adapted from Figure 20-11 in [3].)
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Note that this means it will be constant for 150 pilot symbols. The import
thing for the plaintext is that every plaintext block is then unique for each sig-
nal, function, and time. These choices of plaintext fields also indicate why there
is no issue using ECB for the cipher mode.

9.5.4 Creating the Markers

The Chimera transmitter will create the markers for the period of the key,
which changes for slow channel and fast channel (see Chapter 10). The process
is sequential following these steps:

1. Start at some given pilot symbol.

2. Create location ciphertext buffer L and ciphertext value buffer V using
the procedure in the previous section.

3 For each sector in the pilot symbol:

* Sequentially take the next four bits from L to determine the next seg-
ment location. The specific algorithm is defined in [3]. The number
of locations is determined by the duty factor. For concreteness, the
indices of the chose segments are ordered from low to high.

* For each chosen segment, take the next 29 bits from V and replace

the BOC(1,1) chips with the values of these values.

The actual possible location depends on the PRN of the signal. Figure 9.6
shows a specific pattern for PRN 1 (modulo 32) (see Table 20-3 in [3]). Every
pattern has 16 locations for slow channel and 15 locations for fast channel.
While the 32 possible patterns are not perfectly random, the choices are enough
to give sufficient variation between signals.

95.5 Performance

The performance scheme allows for pseudorange validation in a few seconds
by collecting the marker information and performing a test (e.g., correlating
against the predicted marker values). Since the pilot component is used, it is
easy for a receiver to account for the pilot overlay code in the processing (i.e.,
there is no need to worry about unknown data).

The paper [14] has performance plots for the marker detection. For ex-
ample, using a duty factor of 10%, capturing about 500 ms of the signal is
sufficient to get near-perfect detection at a false alarm rate of 10-%; 500 ms
represents about 50 ms worth of marker material. These results assume a C/NO

of 25 dB-Hz.
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9.6 Takeaways

Authenticating the timing in a satnav signal is paramount to assuring the posi-
tion and timing solutions. One method to do that authentication is to have
cryptographically generated features in the spreading code. These features could
be processed and verified by a UE that can replicate the cryptographic genera-
tion. There are two different ways to do that cryptography: either using shared
key ciphers or by using information only known to the transmitter but revealed
after transmission. Additionally, other features could be modified in the signal
that would be bound to time, such as the chip shape example.

There are fundamental trade-offs in these methods. Devoting a larger
portion of the signal to the features (e.g., the markers) allows for easier verifica-
tion. But that portion takes away from the actual satnav signal, which degrades
navigation performance. The emerging system such as Chimera give a platform
to measure these trade-offs.

End Notes

1. Muldkey distribution systems can be implemented using key hierarchies. Examples in-
clude logical key hierarchy and one-way function trees [15].

2. The experience of DirectTV in its early days suggests that there is at least the possibility
of substantial effort being directed into piracy. In at least one case, a provider has taken
offensive cyber actions to enforce their obligations on users by destroying hacked equip-
ment. See DirectTV and the Black Sunday Hack [16].

3. In the domain of electronic intelligence, the identification of radars by details in the wave-
form is known as specific emitter identification. This is analogous to using fingerprints for
identification. Similar techniques have been proposed and demonstrated for signal quality
measurements for GPS by a team led by Sanjeev Gunawardena at AFIT [8, 9].
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Hybrid Protection of a Satnav Signal

The previous two chapters showed, respectively, how to use cryptography to
protect navigation messages and navigation signals. Those discussions were
separate, since each protection could be done independently of the other. How-
ever, that lack of coupling provides some vulnerabilities, which is a motivation
for binding together data and signal protections. This chapter shows why and
how such hybrid protections could be done.

We start by defining the issue and the general options for a solution along
with the history of finding practical solutions. That leads to the first signal that
gives such a solution: the Chimera signal, which was developed for broadcast
on NTS-3. We present how all the features of Chimera described in the last two
chapters yield the overall result. We finish discussing another emerging example
from Galileo.

10.1 The Issue and Options

We first discuss the need to couple the data and signal protection together and
then how to possibly achieve that. This problem has a lot of personal history
with the authors.!

10.1.1 The Problem

Consider NMA and the process of transmitting authenticated messages. These
messages are sent at a specific time, and indeed the message often has the exact
time as part of the data. Thus, NMA binds the data loosely to time, but we say
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loosely because the granularity is determined roughly by the data bandwidth.
For example, at a rate of 100 symbols per second for L1C, each symbol lasts 10
ms, which ends up being 10,230 chips.

If a threat were to shift a message by a few chips, the data would be the
same, but the relationship between the data and the carrier would be different.
Tracking loops (see Section 2.2.2), track the CDMA and carrier and determine
the data from an integrate and dump process, so the result of this shift is that
there is less energy collected for the data. But less energy still may permit a re-
ceiver to demodulate the correct data and verify its authentication even in the
shifted signal. Since each chip shift at 1 Mchip/sec chipping rate is about 300m
in error, the effect on timing and positioning can be huge.

This type of attack was discussed by Psiaki and Humphreys [1]. The dis-
cussion is focused on the security code estimation and replay (SCER) attack. The
idea is that an adversary can estimate a data bit value in real time and then
broadcast a shift version at higher power with the same data bit. This paper is
an example of the need to bind the timing in the signal (i.e., the spreading codes
with the data).

10.1.2 The (Only?) Choices

We know of two ways to bind the data and signal. The first method is to use
a shared secret for both TRANSEC and INFOSEC. The issue with that
method is the need to share that secret with every user, and that may be prob-
lematic; this concern is why we did not mention that solution when describing
NMA.

The other solution is to use bit-commitment for both the data and signal
protections. The same information that is revealed after transmission could be
used to authenticate the data, for example, like TESLA does, and the spreading
codes. Of course, one of the prices paid for bit-commitment is latency.

10.1.3 A Holy Grail

In the course of our decades of research in using cryptography for navigation,
the authors have given a lot of thought to the possibility of another method. We
call this method the holy grail, because while it can be described in the abstract,
we know of no way to achieve it.

The holy grail is to have a public key solution that can apply to the signal
analogous to public key methods on the data. Specifically, we desire a method
that does the following:

1. The transmitter creates a signal that anyone can track (e.g., some

GNSS signal).
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2. 'The transmitter embeds features that are created with a private key.
These features obfuscate the signal in that it cannot be tracked as is.

3. The receiver receives a noisy version of this signal and cannot track it
since it doesn’t know features.

4. Instead, the receiver uses the corresponding public key function to
produce a result that is a noisy version of the original signal. This noisy
version can then be tracked.

The end result is a signal that only the transmitter can create, but any-
one can receive. That property is not true for a shared key signal, since anyone
knowing the signal can in principle transmit it.

We know of no way to do this, and one of us (JTG) thinks it is impossible
and that the only solutions are the options just given, such as bit-commitment.
The other of us (JJR) is still not convinced for two reasons. First, digital sig-
natures do something similar to the above steps, just not at the signal level.
Second, signal tracking is just correlation, and correlation is robust with regard
to some operations, such as permutation. All that being said, we will leave this
idea as an open problem for now.

10.2 Protecting Both the Signal and Data

The goals, constraints, and metrics for cryptographically binding the signal and
data are mainly derived from protecting each individual part, which were de-
fined in the previous two chapters.

10.2.1 Goals

Besides the traits in both the navigation signal and data, any binding of the two
needs to be able to create features that are linked to both parts. That means un-
like a layered approach where the layers are treated separately, in this case they
must be coordinated. For example, information used to protect the data needs
to also be related to protecting the spreading codes. Often this will be accom-
plished by having timing as an input to the feature creation.

The security goals are the combined security goals for both the data and
signal as defined in the previous chapters. So, for example, we want authentica-
tion and integrity for both the data and signal. Fortunately, verification of these
goals benefits from needing to satisfy the goals for data and signal. That is, if an
adversary only affects say the signal, then even though the data may still verify,
the receiver knows there is a problem because the signal fails. This trait is, of
course, the main reason for doing the binding. Such joint verification is aided
by using linked cryptographic keys.
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Similar system goals also exist. The transmission will need to be coordi-
nated with regard to the cryptographic feature generation, as, for example, with
constellation-wide TESLA chains. Similar constellation-wide methods could
apply for the spreading codes for a constellation. The receiver also has similar
goals (i.e., the ability to capture and process the necessary information).

10.2.2 Constraints

The only main constraint manifested by the combined protections of both data
and signal is that both the transmitter and receiver need to be able to coordinate
the protections. In the transmitter, this means that the data-level processing
needs to interact with the spreading code generation; that interaction may be
different than usual satellite architectures. Similarly in the receiver, data pro-
cessing, which occurs after tracking, would need to then help with verifying
features in the spreading code. One example is looking in a saved signal buffer
for markers, whose positions are derived from the data.

10.2.3 Measures

Measures for protection of each layer apply, and they induce overall metrics for
the combined protections. For example, TTFAF overall must take into account
TTEAF for the data and for the signal, and similarly for TBA. The effects on the
normal navigation processing, such as tracking and data bandwidth, likewise
are derived from the amalgamation of all the methods.

10.3 History

Except for some seminal thinking, it was not until the mid-2015s that efforts
were made to create signals that had protections for both data and signal bound
together. As with the previous two chapters, the seminal work is by Logan Scott
in 2003 [2]. That paper discusses putting the spreading code markers, called
SSSCs, into the spreading code such that the receiver can verify them after re-
ceiving information in the navigation message. That information is simultane-
ously protected with digital signatures.

In 2014, at the then Advanced GPS Technology branch of Air Force Re-
search Laboratory/Space Vehicles Directorate (AFRL/RV), research was started
to provide signal authentication. As is often the case, the task independently
discovered the ideas in the paper by Scott.> More recently, Galileo is defining
the Signal Authentication Service (SAS), formerly known as Assisted Commer-
cial Authentication Service (ACAS), which also uses bit commitment and is
discussed later in this chapter.
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10.4 General Methods

Before describing the specific methods, we provide some general points about
creating a hybrid method that protects both data and signal.

10.4.1

Hybrid Approaches Using Bit Commitment

Our focus is on bit-commitment schemes that bind the data and signal meth-
ods together. Consider Figure 10.1, which summarizes the general parts for the

transmitter and receiver.
The transmitter performs these steps in Figure 10.1:

4.

The transmitter obtains the necessary key material and parameters for
the method. Key material could be the private key portion of an asym-
metric cryptography scheme or a symmetric key that only it possesses
at the moment, like a TESLA chain start key, or possibly both.

The transmitter uses the key to create authentication features in the
data messages (e.g., digital signatures or the TESLA MACs). This
procedure will necessitate bundling messages together for some well-

defined scope.

Simultaneously, the transmitter creates spreading code authentication
features. These features could be markers or the whole spreading code.
This procedure is bound to the data procedure in time.

The transmitter broadcasts the overall signal and data messages.

The receiver steps in Figure 10.1 are:

1.

Key
Material

The receiver must possess the right key material to authenticate the
features. For data authentication, that means the public key portion
of the asymmetric scheme. For other methods, such as TESLA or the

Transmitter Receiver

Delayed Key
Material

: B Real-time Tracking
Spreading Codes| - _
Spreading Codes gelayed Authentication

Figure 10.1 A general hybrid bit commitment scheme.
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spreading code features, the receiver must wait to receive the material
from a delayed source, either in-band or out-of-band.

2. 'The receiver gathers the requisite amount of data and data authentica-
tion features and verifies the data. This process could be just verifying

a digital signature, or verifying the TESLA MAC:s after the TESLA
chain has been authenticated separately.

3. A similar buffering must be done to authenticate the spreading code.
For example, in the case of markers, the receiver will be tracking the
underlying unmarked portions of the spreading code and then verify
the marker values and positions once the requisite key material is cre-
ated.

4. After these two steps, the receiver will be able to make a decision of
authentication of the combined signal.

Figure 10.1 should not be construed to mean that the data is modulated
on the spreading codes that are authenticated. All that is needed is that the
spreading signal components are linked together. For example, the Chimera
signal defined in the next section does this with the L1C signal’s data and pilot
components. The Galileo SAS signal uses two separate Galileo signals. All that
is required is that the various signals are bound together in time.

As with any bit commitment method, the receiver must know time well
enough to prevent any type of replay attack. That is, an adversary should not
be able to themselves capture the delayed key material and use that to create a
false signal that could be understood by a receiver with insufficient time. For-
tunately, these timing requirements are on the order of tens of seconds or more
and not onerous, especially considering that many devices are connected to a
network with fairly good timing. Of course, any delay affects TTFAF and TBA.

Finally, we mention that the general setup in Figure 10.1 does not show
the possible interaction between transmitters in the same constellation. For ex-
ample, there can be information shared across the cryptographic chains among
the space vehicle links, so that the appearance of features on one SV link will al-
low authentication of features on other SV links [3]. We referred to this possible
cross authentication as multichannel. Such linking could also use a subconstella-
tions architecture instead of the whole constellation.

105 NTS-3

Over nearly the past decade, AFRL has been sponsoring the development of
Navigation Technology Satellite — 3 (NTS-3), an experimental satellite that will
explore new methods in satnav [4, 5]. The original NTS-1 and NTS-2 were
launched in the 1970s to prove the concept of GPS. The U.S. Department of
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the Air Force designated N'TS-3 as one of its initial Vanguard programs. NTS-3
is currently planned to be launched in the near future, as of this writing.

One of the many experiments planned for NTS-3 is the initial broadcast
of the Chimera modification to the L1C signal. Chimera is a hybrid system
that cryptographically binds data and spreading code protections, which
were discussed in Sections 8.5 and 9.5, respectively. See also [6, 7]. This sec-
tion describes the combined signal modification.

Chimera comes in two separate methods: Baseline Chimera and TESLA
Chimera. Baseline Chimera was designed first and uses digital signatures as
the data authentication procedure. TESLA Chimera was designed later and
uses TESLA for data authentication. The two interface specifications for these
methods are publicly available: Baseline Chimera is defined in IS-AGT-100A
[8] and TESLA Chimera/TESLA is defined in IS-AGT-101 [9]. Each method
is described separately.

10.5.1 Baseline Chimera Overview

An overview of baseline Chimera is shown in Figure 10.2. The top portion
shows the data channel on the L1C signal in terms of the data messages. The
scope of data authentication is the Chimera epoch and is 3 minutes, which is 10
L1C CNAV2 messages. Two of the messages are devoted to transmitting the
digital signature, as was discussed in Section 8.5.

There are two separate sets of markers for baseline Chimera, denoted
as slow channel Chimera and fast channel Chimera. Figure 10.2 shows the two
separate processes to generate these markers. The slow channel markers are

Baseline Chimera Epoch
Scope of Data Authentication

[ 3

Data

. \ 2K ]
Spreading !l | | | !
Code
1
Fast Channel | Fast Channel |, Authenticated Source
Markers D Marker Keys | (Out of Band)

Figure 10.2 Baseline Chimera binding of data and signal (adapted from Figure 3.1 in [8]).
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generated by deriving a key from the digital signature. That derivation implies
that the slow channel also have the same scope of the Chimera epoch. The fast
channel markers are generated using a separate key, which is obtained out-of-
band. Their scope is defined by the period of that key, which is either 1.5 or
6 seconds. The marker generation includes generating random locations and
values, as was discussed in Section 9.5.

10.5.1.1  Slow Channel

The philosophy of the slow channel Chimera is to have a signal with all authen-
tication derived from the signal in space. This goal has the following implica-
tions for the data:

* We need to send the digital signatures as close as possible to the data
messages that are being signed.

* We need to limit how much of the data messages, specifically the sub-
frame 3 potions of the CNAV2 messages, are devoted to authentication.
For example, 20% of the available data bits seems reasonable; available
means the payload bits in the L1C subframe 3 pages.

* The digital signature has 112 bits of strength, which means a signature
of size 448. That size signature fits into two CNAV2 messages.

* Thus the Chimera epoch for signing is 10 messages, or 180 seconds.
See Figure 10.3, which shows the L1C data messages mapping to the

Chimera epoch.
18 seconds
Subframe 1 Subframe 2 Subframe 3
r_ﬁ A j A ﬁ
Tol Clock & Ephemeris % Page nVariable Data g
Baseline Chimera Epoch '|

10 messages = 180 seconds

Figure 10.3 Baseline Chimera data (adapted from Figure 20.1 in [8]).



Hybrid Protection of a Satnav Signal 261

The digital signature is transmitted in two CNAV2 messages. Because the
slow channel markers are generated using a key derived from the digital signa-
ture, at least one of the messages must be at the end of the epoch to ensure that
the bit commitment aspects of the protocol are maintained. Figure 10.4 shows
a nominal picture, with the location of page 8 and page 9 messages devoted to
the digital signature (see Section 8.5).

The slow channel marker generation proceeds from first obtaining the
slow channel marker key. This key is defined by taking the SHA-512 hash of
the 448-bit digital signature and then truncating to 256 bits. This key is unique
for each digital signature.

The specific marker generation was given in Section 9.5; see Figure 10.5.
In particular, the slow channel markers can only be put in the S segments. The
main point to stress is that the slow channel marker key persists for the whole
Chimera epoch, namely 3 minutes. That means the same key is used for 18,000
pilot symbols.

10.5.1.2 Fast Channel

One detriment to slow channel Chimera is the long latency. Slow channel
markers cannot be verified until the digital signature is received and verified.
That requirement means receiving a complete Chimera epoch error-free, which
could yield a latency of almost two Chimera epochs, or 6 minutes. If an error
occurs, the signature will not verify and no slow channel marker key can be
obtained.

That latency cannot be helped with regard to the data authentication, but
for the spreading code markers, the latency can be decreased if the generating
key can be changed more quickly. Reducing the period of the marker genera-
tion is the goal of fast channel Chimera. Fast channel Chimera is independent
of the data channel, and it is useful if a receiver is getting any data it needs, like
almanac and ephemera’s, from a separate authenticated source.

Baseline Chimera Epoch
10 messages = 180 seconds

Page 8inanyofthe / Page 9infinal /

first nine messages message

v

Figure 10.4 Baseline Chimera data messages (adapted from Figure 20.2 in [8]).
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Figure 10.5 Another look at inserting Chimera markers (adapted from Figure 20-8 in [8]).

Fast channel Chimera has a long-lasting fast channel marker key generat-
ing key. This is the key that will be used to generate fast channel marker keys.
This generating key is possessed only by trusted elements of the system (i.e., the
satellites and trusted servers).

The fast channel marker key is derived by hashing the 32-bit GPS time
with the generating key using SHA-512 and truncating the result to 256 bits.
Note this function does not have a lot of entropy used to generating the keys,
but if the generating key is changed at some longer time (say monthly), the
entropy should be sufficient to generate the random markers. The duration of
these keys has two possibilities: 1.5 seconds and 6 seconds. These fast channel
periods are shown in Figure 10.6.

The marker generation is the same as in Figure 10.5, except that the F
segments are used. Depending on the fast channel periods, 1,500 or 6,000 pilot
symbols use the same marker key.

A receiver obtains the fast channel marker key from some out-of-band
means. That requirement implies that a receiver must wait the period to receive
the key, assuming the out-of-band source transmission is fast. The out-of-band
communication channel is assumed to be authenticated, which is out of scope
of the Chimera specification.
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Baseline Chimera Epoch 180 seconds

\

—_

5-second Fast Channel Period

\

Figure 10.6 Baseline Chimera fast channel periods. (Adapted from Figure 20-9in [8].)

6-second Fast Channel Period

10.5.2 TESLA Chimera Overview

As we saw in Chapter 8, TESLA is used for NMA because it is more data band-
width efficient. After the development of baseline Chimera, the AFRL NTS-3
team began the development of TESLA Chimera [8]. TESLA Chimera replaces
the slow channel procedures as indicated in Figure 10.7. Instead of digital sig-
natures, information from the TESLA chain is used to generate the slow chan-
nel key. Digital signatures are still transmitted as described below. The impor-
tant thing to note is that the fast channel portions of the TESLA Chimera signal
are the same as baseline Chimera, in the sense either method uses fast channel
keys for marker generation that are independent of the show channel methods.

The specific TESLA data procedure is described in Section 8.5, including
the TESLA chain derivation and the MAC creations. Here are some highlights:

TESLA Chimera Epoch
Scope of Data Authentication

[ 3

Data |

| Slow Channel Markers |

Spreading ¥ I
Code !l | | | !
1 1

Fast Channel | Fast Channel |, Authenticated Source
Markers | Marker Keys |~ (Out of Band)

Figure 10.7 TESLA Chimera binding of data and signal. (Adapted from Figure 3.1in [9].)
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* There is one TESLA message in every five messages, so the 7ESLA Chi-
mera epoch is 90 seconds. See Figure 10.8, which shows the L1C data
messages mapping to the Chimera epoch.

* That still gives a 20% data usage, ignoring the occasional digital signa-
ture messages.

* The TESLA message in subframe 3 page 10 contains the MACs and the
key used for the previous epoch.

* Each message in the TESLA Chimera epoch is authenticated using a
14-bit MAC.

The digital signature is transmitted in two CNAV2 messages similar to
baseline Chimera, namely in subframe 3 page 11 and page 12. The signature

18 seconds
Subframe 1 Subframe 2 Subframe 3
A A —Y A )
) . o
Tol Clock & Ephemeris &5 Page nVariable Data 5
Contains Subframe 3
Page 10
Message A Message B Message C Message D Message E
TESLA Chimera Epoch .|
5 messages = 90 seconds
Figure 10.8 TESLA Chimera data. (Adapted from Figure 20.1in [9].)
TESLA
MACs for Messages Ato E ChainKey
Contains
Message A Message B Message C Message D .I Subframe 3
Page 10
Message E
l J
I TESLA Chimera Epoch 1

5 messages = 90 seconds

Figure 10.9 TESLA Chimera data messages. (Adapted from Figure 20.2 in [9].)
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authenticates the TESLA chain, nominally by signing the TESLA chain root
key, although the specification allows for any key to be signed. While the TES-
LA chain needs to be authenticated to have complete confidence in the MACs,
the signature will verify the chain for its duration. A typical duration could be
a week. Also note that the TESLA chain will likely be split across the constel-
lations in practice. That trait means that verification of the chain will apply for
every signal.

10.5.3 Processing

The nature of the Chimera signal requires some considerations for processing.
In the transmitter, the baseline slow channel markers cannot be inserted into
the signal until all the messages in the respective epoch (i.e., 3 minutes) are
available and processed. After the messages are processed, then the transmit-
ter can create the L1C signal and insert slow channel markers, as appropriate,
using the key derived from the digital signature. Fast channel markers are also
inserted at this time, but those do not add any appreciable latency because the
fast channel periods are shorter.

TESLA Chimera is more efficient in that the marker key is derived from
the TESLA chain, which the transmitter knows irrespective of the data. That
availability of the marker key means that the transmitter can generate the
TESLA Chimera messages one at a time and insert the markers as appropri-
ate. This reduction in latency in the transmitter is another attraction for using
TESLA Chimera.

For either Chimera, the receiver must buffer a sufficient portion of the
received signal and wait until the respective epochs are done to receive the infor-
mation for processing the slow channel markers. The fast channel markers can
be verified more quickly assuming that the receive has access to the out-of-band
fast channel marker keys. The authentication of the data can be done also once
the epoch worth of data is accumulated.

10.5.4 Performance

The dependencies on the Chimera epochs means we can easily state some of
the metrics:

* For TTFAF, a receiver needs to wait until receiving a complete epoch
for the data authentication. Worse case is twice the epoch length, which
is 6 minutes for baseline Chimera and 3 minutes for TESLA Chimera.

e Similarly, TBA is governed by the length of the epochs, or respectively,

3 minutes and 90 seconds.
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* The error rates for doing the data authentication is based on the error
rates for the L1C signal. See, for example, [10] and specifically [11] for
Chimera.

Authenticating the signal has the same latency, but we also need to con-
sider metrics for processing the markers. These metrics were discussed in Sec-
tion 9.5. A receiver would likely process both slow and fast channel markers
coherently.

Of course, the actual duty factors could differ between the channels. Ap-
pealing to [11], we note that the correlation loss due to the markers from Chi-
mera is relatively small. For example, there is about a 0.9-dB loss for a 10% duty
factor and only a 0.4-dB loss for 5% duty factor.

This brief discussion does not consider the processing complexity, power,
technology required, and especially requirements on user clocks and their re-
lated complexity. Discussion on these topics will, hopefully, arise as the NTS-3
experiments are made public.

10.5.5 Multichannel Chimera

The main performance concern with a bit commitment such as Chimera is
latency. For the slow channel chimera, this is substantial at 3 minutes. We look
more closely at ways to mitigate this latency. The approach includes variations
that are not consistent with IS-AGT-101 [9].

We first make some distinctions; an attestation of authenticity in Chi-
mera, which we will call a confirmation, has two forms: validation, which occurs
when a TESLA message is verified, and authentication, which occurs when a
digital signature is verified.

Those definitions lead to these critical parameters:

* Time-Between-Validations (TBV);
¢ Time-Between-Authentication (TBA);
¢ Time-Between-Four-(Simultaneous)-Validations (TB4V);

¢ Time-Between-Four-(Simultaneous)-Authentications (TB4A).

The value four is chosen because the naive way to solve the PNT equa-
tions require four simultaneous measurements (Section 2.1). This idea gives rise
to the interaction between the confirmation of the data and the confirmation
of the pseudorange.
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The main parameters influencing these statistics are the frequency of the
validation and authentication messages. An additional variable is the message
phase, that is, any offset (stagger) between SVs messages.

If all of the SVs are using the same message schedule, then (TBV, TB4V)
and (TBA, TB4A) will be almost the same, respectively. Any difference will be
any occasions where only three or fewer SVs are tracked without errors. If the
message schedule is phased, then the time between confirmations can be signifi-
cantly shorter.

This discussion is tied to the LIC TESLA Chimera signal. Of special note
is that L1C messages have varying purposes that imply requirements on how
often they should be broadcast. We use the term promised to indicate messages
that have pledged frequencies of occurrence in the interface specification [12].

Figure 10.10 represents a TESLA 90-second epoch with a Digital Signal
Epoch of 12 minutes. Two TESLA epochs are grouped together for a total of 3
minutes. The messages are denoted as P for promised and X for anything. The
3-minute groupings have two basic formats. The A grouping just contains two
TESLA epochs, with T denoting the TESLA message. The B grouping contains
a digital signature, denoted as D1 and D2. The broadcast pattern is A—A—
A—B for a complete 12-minute cycle.

If the SV message timing is uniform (i.e., zero phase) then the 7BV =
TB4V = 90 seconds and 7BA = TB4A = 12 minutes. If the SV message timing
is phased, the performance changes markedly; see Figure 10.12.

The most natural thing is to shift the message phase into groups and
either shift each group in phase together or shift the phase within each group.
For instance, if you group SVs by orbital plane, there are six groups with four

A B

12 3 45 12 3 4 5
1 PP XPT 1 PP X P T
2 P X P XT 2 P X D1D2 T
L J ( J
Y Y
3 Minutes 3 Minutes
Pattern |A|JA|A|B|
12 Minutes

Figure 10.10 Example of a basic L1C message schedule.
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SVs in a plane. One then could shift the messages for SVs in the same plane by
25% of the messages.

One could also shift the phase of all SVs in a plane and the shift would
be one-sixth, and this is adjusted to be an even divisor of the message structure.

Recall that GPS is nearly a Walker constellation, with the SVs not evenly
spaced in the orbital plane 2.2.1. Parameters for consideration are the number
of groups for the message phase and whether the phasing is intragroup or by
group. Other criteria can be used.?

The above discussion assumes that the TESLA chains on each SVs are
independent. But the TESLA chains could be interwoven or coupled. This cou-
pling has the effect of increasing the number of simultaneous confirmations.
Figure 10.11 shows the between noncoupled and coupled signals for M SVs.
The noncoupling situation uses the same TESLA chain for all SVs, while the
coupling situation spreads out a single TESLA chain. The coupled situation is
supported by [9].

Since using the same key is generally the definition of a cryptonet, we can
think of the situation of each SV using its own key chain as each being on its
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SV 1 Key -—. .. — Key -« Key - Key «— . — Key
0 k-1 k k+1 N-1
SV 2 Key — . - . < Key <« Key -« Key L Key
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Figure 10.11 Noncoupling and coupling between TESLA streams.
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own cryptonet. When two SVs use the same key chain, then they are on the
same cryptonet. The limiting case is when the constellation is on one cryptonet.
The effect of combining crypto-net is also known as multichannel.

If the messages phase is staggered, then the wait (TBV/TBA) can be signif-
icantly reduced (see Figure 10.12). The penalty is that the time to simultaneous
validation/authentication (e.g., TB4V/TB4A) becomes much longer. The use of
multichannel allows cross-validation of the pseudorange and recovers TB4V for
the pseudorange but not the data. However, since the data is slowly changing,
this is a significant recovery of performance [13].

There are practical matters to consider in the management of the cryp-
tonets. One fact is that having the whole system on one cryptonet means that
the disruption in the chain that occurs when a chain is exhausted and a new one
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Figure 10.12 The effect of staggering the phase messages. Statistics based on one orbit (12

hrs) for 40,000 UE placed uniformly on the earth, with good viewing parameters (low C/N, all
in view, etc.) Based on data in [13].
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is started (i.e., cryptonet renewal) will be global. This situation could also occur
in an unplanned event, such as if the private keys were somehow compromised.
If the chains were decoupled, then possibly only some need to be immediately
updated.

Besides the effects of cryptonet renewal, there are issues related to con-
stellation management, initialization of new SVs, the retirement of SVs, and
changes in PRN assignments. There are contingency effects, such as the tempo-
rary removal of an SV due to an anomaly. Additionally, constellation expansion
and ease of operations should be considered.

How the constellation is configured must be conveyed to the user, and it
is highly desirable that this be sufficiently compact that a new message is not
required, so it needs to be tucked in either the TESLA message or the digital
signature.

10.6 Galileo Signal Authentication Service

At the time of this writing, Galileo is creating the Signal Authentication Ser-
vice (SAS), formerly known as the Assisted Commercial Authentication Service
(ACAS), to provide an open architecture for signal authentication (see [14—
16]). SAS uses a delayed release method to authenticate spreading codes on the
encrypted E6-C signal. The delayed information comes from the OSNMA keys
on EI; see Section 8.4.

The general scheme is shown in Figure 10.13. The transmitter side con-
sists of three objects: the encrypted E6-C codes, the OSNMA messages and
keys, and the E6-C spreading codes reencrypted again to produce the reen-
crypted codes (RECS). The receiver obtains all three of these objects to ulti-
mately authenticate both data and the pseudorange timings. The RECS can be
made available early, say up to a week ahead of time, since they are encrypted.
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N Codes N Codes
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Figure 10.13 Overview of the SAS system.



Hybrid Protection of a Satnav Signal 27

The specific actions for the transmitter side of the system in Figure 10.13
are:

1. Create the E6-C spreading codes before broadcast to create the RECS;

2. The RECS are created by encrypting the E6-C encrypted spreading
codes using OSNMA keys that will be revealed after the E6-C signal

is transmitted;

3. Distribute the RECS through some out-of-band process to the

receivers;

4. Broadcast E6-C and E1 (OSNMA) at their required time.
On the receiver end, the specific actions in Figure 10.13 are:

1. Obtain the RECS for its planned operation time;

2. Receive and buffer the portion of the E6-C signal that corresponds to
the RECS;

3. Receive and process the OSNMA signal and obtain the keys to de-
crypt the RECS;

4. Correlate the decrypted RECS against the saved portion of the en-
crypted E6-C signal to verify the timing in the received signal.

We stress that the encrypted E6-C signals are never created in the receiver;
that is, these spreading codes are still only available in real time to the holders
of the private key material.

The security goals are obtained using all the objects in SAS. The OS-
NMA signal authenticates data and the keys used for RECS. Correlating the
decrypted RECS against the saved E6-C signal authenticates timing. Note that
this assumes that the Galileo components are synchronized in time, as SAS also
provides authenticated E1-E6 group delays together with the RECS.

The paper in [14] introduces the SAS concept that is being implemented.
Besides presenting a more detailed vision for the SAS system, the paper pro-
poses computational solutions and some initial performance results based on
simulation. The paper in [15] provides a good discussion of the underlying
assumptions for SAS in order to look at performance under specific spoofing
scenarios.

The main difference between SAS and Chimera is that SAS lets the receiv-
er correlate against an encrypted signal by revealing portions of the encrypted
spreading codes after the fact through the RECS. Chimera lets the receiver gen-
erate the encrypted spreading code features, though only at a later time. Both
methods will allow for the requisite signal authentication. Note also that SAS is
applied to signals that already exist.
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10.7 Takeaways

This chapter explored combining two different cryptographic methods together
to provide full authentication of a satnav signal. Specifically, the data authenti-
cation methods in the NMA described in Chapter 8 are bound with the spread-
ing code methods explored in Chapter 9. In some way, these can be a layered
approach, in that methods for each layer can be independent. For example, the
specific cryptography used to authenticate the data bits is independent of the
cryptography used to generate the markers in the spreading code.

Where independence fails is in the binding. Namely, the cryptographic
key material used for both layers are linked together. For example, the public
keys used in baseline Chimera determine the digital signature from which the
slow channel marker keys are derived, and similarly for the TESLA chain keys
and the slow channel marker keys for TESLA Chimera. Of course, out-of-band
methods like the fast channel markers don’t have this binding, but then they are
separate from the data layer.

The Galileo SAS shows a different approach, in that the binding is done
at the system level. A receiver needs to authenticate the data message, and then
they can reach out to get the requisite spreading code information. That said,
these methods all share the main bit commitment paradigm for protecting the
hybrid signal: transmit a signal with data and spreading code authentication
features, and then reveal information to the receiver to confirm those features.

End Notes

1. The authors have worked together, off and on, since before 2000. Many of our original
thoughts are similar to those presented in this chapter.

2. More specifically, JJR and JTG with colleague Bob Lindell each separately came up with
the core idea behind Chimera, which was then developed by the AFRL team. Subsequent-
ly, we learned of Scott’s previous work a decade earlier. The term “Chimera” was coined by

JIR.

3. An interesting related approach assessed the performance using the ability to discipline
an inertial measurement unit (e.g., a commercial-grade aviation gyroscope) [17]. Their
results show the advantage of using a message phase, and that nine groups performed well.
The assignment was based on a reference grid, and the assignment to groups was done
likely using a greedy algorithm.
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Other Things and Going Forward

This final chapter offers some miscellaneous topics and summarizes our final
thoughts. We begin with other places where cryptography applies to naviga-
tion, one important example being location authentication or the secure loca-
tion problem. We then discuss some more esoteric cryptographic methods and
whether they may be applicable. We follow with a brief look at future trends in
navigation, (i.e., where the cryptographic methods we discussed could be go-
ing). Finally, we end with what we believe are the most important lessons from

this book.

11.1  Other Navigation Examples

This book shows the important and prevalent methods where cryptography
is used to attain security goals in satnav. This section visits some less common
methods and problems that did not fit into earlier portions of the book. The
emphasis, of course, is on cryptography and navigation.

11.1.1  Snapshot Receivers

All of the methods used in this book to protect the satnav signal ultimately had
the receiver do the final processing. For example, the receiver verifies the data
using digital signatures or TESLA MAC:s and verifies the signals by confirming
markers. The idea behind a snapshot receiver is to have the target receiver let
some other receiver do the work. This concept has been around for a while [1].

The idea is shown in Figure 11.1. The target receiver captures informa-
tion about all of the signals in space, perhaps after some signal processing, like

275
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Necessary Navigation Information

1 [
Target ce|ver Processing
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PNT Solution

Figure 11.1 Snapshot receiver.

reducing to baseband. The target receiver then sends all of that information to
some processing center, which could be another more capable receiver, or the
cloud, and so on. After reception, the processing center computes the PNT
solution from the data as if they were the actual receiver, and sends the solution
back to target receiver.

This setup implies just normal navigation processing, but the same setup
can be used for cryptographic processing. For example, perhaps the processing
center contains the requisite cryptographic material and the target receiver does
not. That remote processing would allow the target receiver to get the benefits
of the cryptography without possessing the information. References about this
concept include [2, 3].

Such a framework could be used with all the cryptographic methods for
data and signal protections. The issue is the latency inherent in the process
and the out-of-band communication channel required to send the information.
This information can be large if, for example, raw navigation signal information
is transmitted.

11.1.1.1  Location Authentication

The location authentication problem, also known as secure location, is for a target
receiver to prove their location to someone else. There are possible variations to
this problem:

* The target receiver knows where it is and wants to prove that informa-
tion to someone;

* Someone else queries the target receiver to verify their position after pos-
sibly computing the position.

An example of an application for location authentication is to limit ac-
cess to some information except at certain locations. One could consider this
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as another authentication factor: along with something one has, is, and knows,
there could also be the factor of where someone is.

A fun example is location-based augmented reality games. Released in
2016, Pokémon Go is a game that encourages the collection of Pokémon,
which are made-up creatures, that can be virtually found at specific locations.
The idea is that you check your phone looking for a Pokémon and get to see the
location base advertisement, which is the business model behind the game. It
didn’t take long for location position spoofers to proliferate, so that the collec-
tion of rare Pokémon could be accomplished without leaving your home. Most
of these spoofings seem to operate by falsifying the GPS coordinates supplied
by the phone to the Pokémon game. Thus location authentication is failing due
to issues in the receiver itself.

Another example is location service based on an internet IP address, which
has been around for a while. The techniques are based on discovering peculiari-
ties in internet routing and the traceroute tool, which was initially developed
in 1987. An early paper [4] describes an architecture and correctly points out
the difficulties of using GPS for location proof by itself and proposes to use a
differential GPS system.

Such techniques provide a template for how one might produce a loca-
tion-verification service:

* Create and broadcast a signal with secure features below the noise floor;
* The target receiver samples and buffers the received RF;

* The receiver signs this buffer and submits it to some processing center
for verification;

* The processing center verifies the origin of the information and pro-
cesses the signal to see if it is consistent with the stated location.

There are nuances, such as how much interaction is needed in this proto-
col. This example uses snapshot receivers that we just described.

A similar recent example has been suggested by Scott using the Chimera
signal [5] (i.e., by leveraging authentication information already built into the
signal). Such schemes essentially use a snapshot receiver infrastructure not to
obtain position but to send both position and corroborating evidence. This
scheme removes the need for remote processing to compute the position; it only
needs to verify it.

11.1.2 Using Location in Cryptography

Another concept is for a receiver to use its location as input to cryptographic
functions. Early examples are given in [6]: geoencryption. Related work is based
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on that of Dorothy Denning in her paper in 1996 [4]. The core idea is to tie
decryption to a location and time. An example problem would be theater film
distribution. If a digital copy of a film was encrypted so that it could only be de-
crypted in a finite time interval (time-locked) and location, then you could use
the internet to distribute the file without concern about piracy. However, there
is the problem of lack of entropy. The granularity of locations on the surface
area is about 5.1 x 10'% meters, so that every square centimeter is indexed in just
under 64 bits. A year is a bit over half a million minutes, which is indexed by 20
bits. Coarser granularity would mean less entropy into the plaintext.

To encrypt data, one would compute the desired location/time of the
target, rounded to an appropriate value so that the result is predictable from
the receiver, and then compute a keyed hash of that value using some preplaced
key. From this keyed hash, the key for geolocking could be derived, which then
could be used to encrypt the data.

Decryption reverses these steps and requires that the user submit the cor-
rect position into the key to get the correct geolocking key. In particular, there
is an implicit chain of trust from the GPS signal-in-space through the creation
of the geolocking key. This trust comes from antispoof methods applied to the
signals and integrity of the hash computation. The latter implies a need for trust
in the user equipment. Furthermore, as with all things GPS, if someone records
the signal and plays it back as if it were at the correct location, the protocol
would be broken. Any methods one proposes only authenticate that the signal
is correct; these methods cannot verify the signal path was correct without some
outside measurement.

Notice that without much work, this type of protocol can be modified to
give location authentication. Assuming a trusted receiver, it can simply pass the
geolocking key as a witness of a specific location. We could modify the UE to
output a digitally signed version of PNT, and it would be a testament to the UE
having been at that location at that time.

11.2 But What About...?

Cryptography is a very broad field, and while we have tried to match that
breadth in our discussion, there are necessarily some topics that may have niche
applications for navigation. An additional topic is the impact of quantum tech-
nologies on cryptography, which is discussed in the appendix.

11.21 Homomorphic Encryption

The idea behind homomorphic encryption is to create a cryptographic system
where operations can be performed on ciphertext without decrypting the oper-
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ands. The term “homomorphism” in mathematics means a function that pre-
serves operations. More formally as an example, if f(x, y) is some function on
two variables, we want the following property of the encryption scheme:

f(EK [Pl]’EI( (Pz)):EK [f(Pva)]

where the P; are plaintexts. A usage example would be something like aggre-
gation of private data. The data could be gathered and totaled, say, without
decrypting. Later, the processed answer could be decrypted without ever having
revealed the inputs.

There are many schemes that have been proposed, many of which only
achieve partial homomorphic encryption. That is, only certain functions can be
done. One simple example is RSA encryption, where f{x, y) = x - y is achieved
by fact that

(M, M,)" = M M; (mod n)

Recent schemes have been proposed that can do full homomorphic en-
cryption, such as operations one would find useful in signal processing, but
they are often very inefficient [7].

Navigation applications of homomorphic encryption are related to using
positioning as inputs to cryptographic processes, such as discussed in the last
section. Homomorphic encryption would allow performing those calculations
while keeping the position private.

11.2.2 Blockchain

We talked briefly about blockchain in Section 4.6. Recall the usefulness to
capture a secure ledger that records many transactions. As such, blockchain is
useful in providing auditing and logging information, an important desire for
e-currency.

A recent application to navigation is GEODNET ([8]. The idea is to cre-
ate a decentralized system that provides assistance for higher accuracy for satnav
like GPS. The blockchain concepts are used to incentivize the various entities
in the system to provide service.

11.2.3 Physical Layer Key Exchange

Many of the cryptographic methods have focused on the physical layer of the
satnav signal, such as in Chapter 9. It is worth mentioning that the physical
layer can also be used to provide cryptographic solutions. One example of this is
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the work of the past decades on physical layer key exchange. The idea is for Alice
and Bob to agree on a secret key by leveraging a random physical channel. The
nuance is that anyone can also observe the channel, so any protocol needs to
account for possible eavesdroppers.

The concept of communicating in the face of eavesdroppers dates back
to Wyner’s wiretap model [9]. In this example, it can be shown under certain
channel noise model assumptions that Alice can communicate to Bob with
guarantees on bounding how much an eavesdropper can learn. Note that cryp-
tographic hashing can reduce any such eavesdropper information to essentially
nothing. This idea can be extended to various physical media. Here the idea
is that Alice and Bob perform some kind of protocol exchange, like sending
simultaneous pulses through a disturbed medium, measure some random fea-
ture, and use that to extract a key. One example uses an optical channel through
a turbulent atmosphere [10]. See [11] for a a more theoretical look at these
protocols.

Can such protocols have a usage in navigation? Perhaps a as supplement
to other protocols (e.g., to provide ad hoc shared keying during snapshot or
other processing).

11.2.4 Implementation Security

Our last topic is not cryptography per se but the enabler of cryptography,
namely how to achieve security in the implementation of cryptographic meth-
ods. Implementation security depends on the platform and which part of the
platform we are concerned with. The security goals are related to the function:
confidentiality of processing and stored material, integrity of the underlying
processes, and protection against denial of service.

At the higher levels, implementation security falls under the realm of cy-
bersecurity and INFOSEC. Examples include protecting operating systems and
networks. We touched on some aspects in the discussion on protocols in Chap-
ter 6. Lower-level concerns fall under the realm of embedded security: extending
the security goals to the actual hardware implementations. Embedded security
has many challenges due to the hardware devices often being very resource con-
strained, having little connection to user, being part of a larger system, and
being special purpose. This is a very broad topic with lots of threats and coun-
termeasures (see, e.g., [12—14]).

Implementation security and embedded security apply to satnav, of
course, and indeed we hinted at the need anytime we talk about trusted process-
ing or receivers. Creating good embedded security solutions, such as the TPM,
can be used a a foundation for the overall security in a platform. Moreover, such
solutions can become standardized and certified.
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11.3 Future Trends

Even though some satnav is ingrained in the daily lives of the world (i.e., the
use in billions of cell phones) satnav continues to evolve. We mention some
of the trends at the time of this writing. But satnav is not the only way to do
navigation, and so we briefly mention other approaches and how cryptography
may have an impact.

11.3.1 Future Satnav

We offer some observations about some of the various satnav systems and where
they may be going.

* For GPS, perhaps the obvious item is the launch of NTS-3 as this book
is being published and the host of cryptographic and authentication ex-
periments. These experiments are led by the use of Chimera; the Chi-
mera experiments will allow for real-time testing of the proposed signal
from space. Such testing hopefully paves the way for future implementa-
tion.

* Galileo has already invested in cryptographic methods through its OS-
NMA signal. The use of SAS is emerging, and signal authentication
methods embedded in the signal are forthcoming.

* We expect similar methods to emerge in all GNSS systems in the years

ahead.

These satnav systems are government owned. In recent years there has
been a rise in privately owned services, mainly due to the reduced cost of LEO
solutions.

11.3.2 Other Navigation Methods

There has been an ever-increasing push for complementary PNT, such methods
as independent clocks, inertial measurement units (IMUs), celestial navigation,
magnetic navigation, visual-aided navigation, and so on. All these methods of-
fer very good features, some of which help with security. For example, an inde-
pendent clock cannot be spoofed itself, and any threats end up being threats to
the platform. Even so, there is much work emerging on the nonsecurity integ-
rity aspects. For example, see [15] for a discussion of visual-aided navigation.
These methods are truly complementary, in the sense they do not, as of now,
have the ubiquity of satnav.
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Does cryptography matter in complementary PNT? That depends on the
required security goals and the protections. If visual-aided navigation depends
on tools such as good maps then that information needs to be protected. Fortu-
nately, those protections probably can leverage standard protocols, as discussed

in Chapter 6.

11.4  Our Final Thoughts

Our central goal for this book was to present cryptography in the context of
satnav for those interested in either or both of those topics. A related goal was to
offer all the lessons that we have accumulated from decades of working on these
topics. Here then are the most important principles as we see them.

Satnav Security Is an Element of Security

Satnav provides positioning and timing, and both of these are very important to
the operational goals of perhaps every system. Thus, securing position and timing
is needed for security overall.

Satnav Security Has Unique Features

The security goals of positioning and timing differ from the usual security
goals. Even when concepts such as authentication and integrity are similar, the
ephemeral nature of the position solution suggests different methods.

TRANSEC Is Not INFOSEC
Security goals and protections for the signal in space are not the same as the goals
and methods to protect information.

“Cryptography est omnis divisa in partes tres”
There are three main areas of cryptographic methods:

* Symmetric ciphers, where shared keys are used to primarily do encryption.
An example is AES.

* Hashing, which reduces data to a small fingerprint, sometimes also using a
key. Examples are SHA2 family and HMAC.

* Asymmetric or public key cryptography, which uses key pairs to accomplish
encryption, signing, and key exchange. Examples are RSA, ECDSA, and
Diffie-Hellman.

Protocols Are Harder than Algorithms

When people think of cryptography, they often focus on the algorithms and keys
such as AES, RSA, and ECDSA. But cryptographic protocols perform the actual
work to achieve security goals by leveraging algorithms in multiple steps.
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Protecting Navigation Data Is Almost Straightforward

While methods to authenticate data, say using digital signatures, are standard,
using those methods in a satnav signal present challenges of data bandwidth and
latency.

Protecting Satnav Signal Timing Is Not as Straightforward
Securing the timing derived from spreading codes can be difficult in the face of
needing methods usable by all users.

Cryptography Is Just One Piece of the Puzzle

This book necessarily focuses on cryptographic methods, but we stress that
such methods are only part of the overall enterprise solution. Systems concerns,
concept of operations (CONODPs), cost/benefits, and so on must all be taken into
account.
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Appendix:
The Influence of Quantum

This discussion of cryptographic strength depends on the capabilities of an
adversary. For example, the time to brute force a shared key is taken to be the
strength of symmetric ciphers like AES. Such measures depend on a standard,
classical computing model. But what happens if that model changes? This ap-
pendix discusses the fundamental change in the computing model induced by
quantum technologies.

At a simple level, classical computing is concerned with &izs and the rules
for digital logic, which Claude Shannon identified with Boolean algebra in his
master’s thesis [1]. Starting in the 1970s physicists started to look at the quan-
tum mechanical aspects of computing, including the observation that some-
thing now called gubits could hold more information than classical bits, with
some serious restrictions. Further guantum information theory was not a simple
extension of Shannon’s information theory.

In 1982, Richard Feynman [2] suggested the first problem that could be
solved by a quantum computer and not evidently by a classical computer: the
simulation of quantum phenomena. By the mid-1990s, the first two algorithms
applicable to problems outside the field of physics were articulated. The first,
in 1994, was Shor’s algorithm for integer factorization; it is superpolynomi-
ally faster than the best-known classical factorization method. The second algo-
rithm, Grover’s algorithm in 1996, provides quadratic speed-up for searching
an unstructured list. These two algorithms are the best-known quantum com-
puting algorithms and their ideas are at the root of many other of the suggested
algorithms for quantum computing (see [3] or Quantum Zoo [4]).

285
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Grover’s algorithm is a threat to symmetric cryptography, although there
is an easy fix. Shor’s algorithm is an existential threat to common asymmet-
ric cryptographic algorithms (Chapter 5) based on factorization and, generally,
any hidden subgroup problems like elliptic curve cryptography. The impact of
Shor’s algorithm leads to the need for post-quantum methods, and we present
some methods that are germane to satnav applications along with the motivat-
ing mathematics based on NP-complete problems. A full suite of post-quantum
methods have been recommended by NIST [5], such as the lattice-based meth-
ods: CRYSTALS-Kyber, a key encapsulation method, takes the place of Diffe-
Hellman key exchange; CRYSTALS-Dilithium and Falcon for digital signing.
There is also a stateless hash method SPHINCS+. These join AES256 as NIST’s
initial post-quantum suite. An issue is that post-quantum cryptographic meth-
ods, and in particular, hash-based and lattice-based methods require signifi-
cantly more bits for a given level of security than elliptic curve methods. This
increase is an issue for bandlimited methods, such as in-band digital signing of
navigation data. As such, we discuss a method for digital signing based on mul-
tivariate cryptography that has the potential to resolve this issue.

As a final note, it is worth considering a warning from Richard Feynman
in The Character of Physical Law (Lecture 6) [6]:

On the other hand, I think I can safely say that no one understands
quantum mechanics. So do not take this lecture too seriously, ... I am going
to tell you what nature behaves like. If you will simply admit that maybe
she does behave like this, you will find her a delightful, entrancing thing.
Do not keep saying to yourself, if you can possibly avoid it, “but how can it
be like that?” because you will get “down the drain”, into a blind alley from
which nobody has yet escaped. Nobody knows how it can be like that.

A1 The Components of Quantum Computing

A classical bit can be represented as a switch or any other two-state value. Math-
ematically, this representation is as an element in Z, = {0, 1}. The value of the bit
is deterministic and equal to one of these values. It can be copied and manipu-
lated by gates (i.e., electronic circuits, but the result is always deterministic).!

In contrast, the most basic unit of computing in a quantum computer is
the gubit. The state of a qubit is more subtle than a bit: it is a quantum me-
chanical phenomenon with five special properties:

* Superposition: The ability to exist in any combination of the two pure
states simultaneously in different proportions. That is, the state is both a
mix of the pure states, informally a 0 state and a 1 state. The limitation
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is that at some point, the measurement, the qubit will collapse into one of
the two basis states, randomly, with likelihood proportional to weights
in the superimposed state.

* Unitary operations: Computational actions on a qubit. These actions
function like gates for classical bits. Unitary operations are invertible, so
actions on qubits are reversible. For example, Toffoli gates makes clas-
sical logical operations reversible so that quantum computers include
classical computations [7].

* Measurement: The collapse, to the output value of the qubit. Measure-
ment is the exceptional action that is not reversible (non-unitary).

* Entanglement: The ability of multiple qubits to couple with each other so
that the measurement of one determines the measurement of the other.

* No Cloning: It is impossible to copy or clone the state of a qubit in
general. This restriction has profound implications for the computing
model used in constructing a quantum computer [8, 9]. Structures
such as cache and memory buses are no longer convenient. A qubit can
exchange state with another qubit, but this is not duplication, so not

copying.

A.1.1 States and Superposition

The typical quantum physics notation for vectors is “kets” |x) for a column vec-
tor, and “bra” {j| for a row vector. The contents of a ket (or bra) is something
that specifies the state involved. If a number is specified, then it is usually the
index of the basis vector under consideration. Under this convention, |0} is the

1 0
vector |:O] and 1) is the vector [1:| These are the two fundamental states. Simi-

larly, €0| is [1, 0], and (1| is [0, 1]. This is called the Dirac notation, and many
variations seem to be in use, hence our definition of the contents as “something
that specifies the state.” If you haven’t noticed, the usual Euclidean inner prod-
uct, in physics called the bracket, is a bra next to a ket.

As a simple example, let our qubit be light (photons) [10]: the basis vec-
tors will be horizontal polarization (|4)) and vertical polarization (|v)). Light
exists in a combination or superposition of polarizations:

0 =a|b)+ B|v) (A1)
where ¢ and 8 are complex numbers such that

Norm(() = aa+ pg = |af* +|B]" =1 (A.2)
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The coefficients @ and f are the amplitudes, and ac is the probability that
the light will be polarized horizontally when measured and similarly for B
when polarized vertically.

The state of a qubit is then the set of the possibilities, here, the polariza-
tion, each with its respective amplitude. The magnitude squared of the ampli-
tude is the probability of the event. The act of converting the amplitudes to a
value is is a measurement. The value that occurs is probabilistic, with propor-
tions given by the magnitude squared of the amplitudes. As a consequence
of this framework, the multiplication of the state by any complex number of
magnitude one is irrelevant. Thus, states differing by ¢ are all the same, and
in particular, *1 states are indistinguishable. For instance, it does not matter if
the polarization vector is along the positive x-axis or the negative x-axis when
horizontally polarized.

Since quantum phenomena has multiple realizations, not just polarized
light,? there are lots of representations of qubits, and photonics (light) is not the
most common currently. Hencefort, we take the “computational” basis states as
|0) and |1) and the magnitude squared of the coefficient of the basis states will
be the probability that that basis state will occur when measured.

A1.2 Matrices: Hermitian, Unitary, and Measurement

We treat quantum mechanics from a matrix view, which is consistent with the
quantum computing literature and the Matrix Mechanics view of quantum
mechanics, developed by W. Heisenberg and M. Born.? Our discussion here
follows [11], especially chapters 4 and 5.

A Hermitian matrix is a matrix for which H = H' (i.e., H equals its ad-
joint), which is its conjugate transpose. Such matrices have real eigenvectors
even if the entries are complex. Furthermore, the eigenvectors of a Hermitian
matrix are orthogonal and thus induce a decomposition of the space. If the
matrix has real entries, the term symmerric is used.

A simple example of a Hermitian matrix is the Hadamard matrix:

11 1
o=l -

When it acts on the usual basis, we get
1
+)=H|0)=—=(0)+|1 A4
[+)=H|0)=—(0)+[1) (Aa4)

and
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=)= H[1) = (o)1) 15

The resulting basis is called the Hadamard basis. If H is used to act on this
basis, it returns to the original basis [11]. Note that if one were to measure say
[+, we would obtain either |0) or |1) equally likely, because the square of each
coefficient is one half.

This example motivates the measurement postulate: Any observation (mea-
surement) of a quantum mechanical system is specified by a Hermitian matrix,
O. If the state is |‘I’> before the measurement, then

. . . 1
* The possible outcomes of measuring ¥ with O are 10, = ﬁPJ‘I’ ;
J

* The probability of measuring v; is | P,[¥)]*.

Here P is the projection matrix onto the jth eigenvector. The important
thing is that Hermitian matrices yield the measurements. To emphasize: the
measurement of [¥) = 4|0) + 4|1) by O is |0) with probability |4* and |1) with
probability |4]* and the state after the measurement is |0) or |1), respectively.
Note |1) and -|1) are the same state.

Quantum computing needs gates; that is, a way to transform a set of
qubits to another set of qubits. Gates are accomplished using unitary operators
defined by unitary matrices. A unitary matrix is one in which the conjugate
transpose is the inverse, U = U'. Note that H is also unitary and thus is a
gate—the Hadamard gate. It transforms a state into the superposition of two
states, as shown above.

Unitary matrices give quantum operations because the evolution of a
quantum mechanical system is specified by a unitary operation. Unitary ma-
trices have orthogonal eigenvectors and the eigenvalues lie on the unit circle.

A.1.3 Entanglement

Because the governing equations for quantum effects involve probability, it is
unsurprising that qubits can be made dependent on each other. What perhaps
is surprising is the consequence of such coupling.

An example of coupling is a two-photon state represented on the basis
vectors for horizontal and vertical polarizations:

B\ (b)), )] b)s )] v) (A.6)

or in shorthand:
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|hb>, |hu>, |Uh>, |UZ/> (A.7)
In our usual basis, we write this as
|00),|01),]10), |11) (A.8)

which is the basis space for the tensor product: |hv) = |5)®|v), or [01) = [0)®)|1).

Not every vector in the span of the tensor product is a tensor product.
In mathematics, elements that can be represented as a tensor product are the
decomposable elements. In this context, states in the span that can be decom-
posed into products are called unentangled or separable and those that cannot
are called entangled. As an example, take two qubits, A and B, that satisfy:

A:aA|O>A+bA|1>A (A9)
B:aB|O>B+bB|1>B (A.10)

Then
X=A®B (A.11)

= a,a,)0), ®[0), +a,by|0), ®[1), +b,a,[1), ®[0), +b,by[1), ®1), (A.12)

= a,a,;]|00) + a,b,|01) + b,a, |10y + b, b, [11) (A.13)

And, of course, a,a, +b,b, = 1 and a,a, +b,b, = 1, because each set of
probabilities must add to 1.

By construction, X is an unentangled state. The intuition is that if a state
is separable, then it can be decomposed into two states that are uncorrelated. If
the state is entangled, it cannot be so decomposed, and the states are correlated,
and in fact are correlated 77 any basis. This gives rise to the “spooky action at a
distance” that Einstein famously objected to [12].

It is easy to construct an entangled state; in fact

Q" = iz(|oo)+|11)) (A.14)
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is such a state—it is known as the first Bell State. To see this, assume it was
unentangled, then we would have the system of equations:

12 = a,a, (A.15)
0=a,b, (A.16)
0=b,a, (A.17)

1/N2 =b,b, (A.18)

It’s not too hard to see that the inner equations require &y, b (respec-
tively, 6, or atp) or both to be zero, which is not consistent with the top and
bottom equations.

To explain how to construct the |®*), we need two gates (unitary opera-
tors): the “Not” and subsequently the Controlled Not or CNot gates. The Not
operation acts to send |0)—|1) and |0)—|1) and is given by:

Nop_ [0 1
ot—|:1 o} (A.19)

It is worth looking at what the Not operation does on a mixed state, |x) =

a0y + B|1) then
0 1) B
oL a2

The Not gate also transforms the Hadamard basis: VJ+) = |+) and V]-) =
—|-). It is tempting to call the Not gate “Swap,” but that is not what the litera-
ture does.

A more interesting gate on two qubits is the “controlled-not” gate, CNoz.

1000

N |0 100

Not=| o o (A.21)
0010
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The name arises in the following way:

100)—22 5 [00);  |01)—t s]01) (A22)
10)—2% 5 [11); [11)—er ,|10) (A23)

So, in the standard basis (|0), |1)), the first qubit (“control”) determines
the second qubit (“target”) and the operation looks like the classical xor of the
control and target. Furthermore, CNot as a transformation in the Hadamard
basis produces

[+ )= 4 4)s 1) — ) (A.24)
=) —=]=4)s |l ) (A.25)

and you could argue that the role of control and target are switched from the
standard basis.
If we start with two qubits in the |0) state and apply the Hadamard-gate

(the H-Gate) to the first qubit to put it into the |+) = %(|0> +|1)) state, and
2

then use this as the control gate to the second qubit, something rather amazing
happens: the qubits are entangled, and the first Bell state is created. We show
this schematically in Figure A.1.

If either qubit is measured in any basis, the other qubit will be the same.
Moreover, the probability that a qubit is measured in the standard basis is 50%
for either basis function being the outcome. Close examination shows that the
qubit is measured in the Hadamard basis; the outcome is also 50% for each
basis vector.®

o) = %(|oo)+ |11))) (A.26)

|0) || H || 9o
(1N2) ( |00y + [11))

|0) D -

Figure A1 H-Gate followed by Controlled-Not-Gate.
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If we were to simulate these actions on a classical computer, we can see the
effect of superposition and entanglement. If we entangle two of our qubits, ,
J» we would remove {a;, B4}4 - j from the simulation and replace it with four
variables {a;, B, ¥ O} =i} and we must keep track of all four values, {00, 01,
10, 11} and what each transformation would do to these values. Classically, we
would need to act on four-dimensional vectors, ({0, 0, 0, 0}, etc.). If # qubits
are involved, then the simulation would track 27 values, which shows how the
ability to simulate a quantum computer on a classical computer is limited.

Even so, it is important to note that the output of a quantum computer is
a classical value: a single measurement.

Quantum Computing Output

The measured value at the output of a quantum computation is determined
probabilistically, and repeated trials will yield values in proportion to the
probability of their occurrence.

The strategy in quantum computing, then, is to arrange a calculation that

is likely to yield the desired result with a high-enough probability.

A.1.4 No Cloning

The no-cloning theorem places restrictions on the copying of qubits, and this
prevents fan-out architectures that are common in conventional digital circuits.
Thus, many basic advantages of the von Neuman architecture, and its descen-
dants, like the Harvard architecture, become expensive or, in the case of caching
(the full state) is impossible. The situation is nuanced, as a CNOT gate copies
the control qubit if it is in the |0) or |1) state in the standard basis, but it will
not copy the Hadamard basis [13].

A.2 Quantum Computing Algorithms

The no-cloning theorem, the requirement for reversible computing using uni-
tary operations on the state, and Hermitian measurement calls for a quite dif-
ferent model of computing than the one we are familiar with. This section
describes the important quantum computing algorithms: Grover’s and Shor’s,
after giving a simpler example by Deutsch.

In this book, we do not discuss everything that would be needed to realize
quantum computing. In particular, much effort is needed to implement quan-
tum error correction [14].
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A.2.1 Deutsch’s Algorithm

The first example of a problem that could be solved by a quantum computer
“better” than a classical computer appeared in 1985, and it has become known
as Deutsch’s problem [15]. It is simple, though perhaps contrived. It was updated
to more or less the form presented here, and extended to a multibit version that
showed exponential advantage of quantum computing over classical computing
in 1996 [16]. That generalization is the Deutsch-jozsa problem; however, it is
equally contrived.

The problem introduces an important concept in the analysis of crypto-
graphic algorithms: oracles. As an example, given a plaintext, PT, and a cipher-
text, CT, an oracle would return true for a key that encrypted PT into CT and
false for any other key. A classical oracle is a function that returns a Boolean
value or Boolean vector. Classical oracles represent functions that we also want
to implement on a quantum computer. Toward that goal, a guantum oracle is
a classical oracle that has been extended to be reversible. This extension can be
done by implementing the classical oracle in reversible gates and adding an an-
cillary state XOR'd with the oracle to make it reversible. Thus, given a classical
oracle, f; the unitary equivalent is

Uy |xy) = U, |x)]y) (A.27)
=[x)|f(x)®y) (A.28)
=|x,f(x)®y) (A.29)

That is, applying the oracle for fto bits x and y yields the bits x and fx) ©
y, where @ is XOR. Note that Uf is self-inverse, and it can be shown that U} is
unitary, and so is a valid quantum gate.

Very often, this gets used in a construction called a phase oracle, which is
an oracle represented as

| o) —s(= 1) | x) (A.30)

Here, the f{x) = 0 value of the oracle returns the state (|x)), and the flx) =
1 value of the oracle returns the negated state -|x). We will use the phase oracle
construction in the discussion of Grover’s algorithm (see Section A.2.2).

Deutsch’s problem is discussed in most books on quantum computing, we
most closely followed [7]; [17, 18] has more discussion on physical realizations
of quantum computers and [9] is a fairly succinct book, with a nice explanation
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of the Dirac notation in their Appendix A. Those seriously interested should
consider [8].

To set up Deutsch’s problem, consider that there are four functions on a
single Boolean variable (i.e., f: X€ Z, — Z,). The two constant functions are
JfoX) =0 and £{(X) = 1; and the two “balanced” functions: f,(X) = Xand f5(X)=

-X (where = complements a Boolean value, e.g., =1 = 0).

Deutsch’s Problem
Given an unknown oracle, determine if it is constant or balanced.

Classically, this determination takes two evaluations of the oracle; we will
demonstrate that it is possible to instead use one evaluation of the oracle in a
quantum computing setting.

Applying the oracle Uyto an initial state |2)|5) yields |)|fla) @ b). Using
the Hadamard basis, Uf|—>|+> yields |—)|Uf+> and we can expand |Uf+) as

U, +>=i2(Uf|o)+Uf|1)) (A.31)

- %((—Df 10+ (1) |1)) (A.32)

If /= f; then the output is [+), if /= f; then the output is -[+), so for con-
stant functions the output is H+). If /= f; the the output is |-) and for /= f; the
output is —|-), so for balanced functions the answer is #|-). Since global phase
does not matter, the * are irrelevant, and we have a discriminant for balanced
versus constant in one function evaluation.

There is one issue to be dealt with—we don’t measure in the |+), |-) (Ha-
damard) basis.

However, the H gate is self-inverse and H+) = |0) and H|-) = |1), so we
can use the Hadamard gate to get to the computational basis and our result.
This completes the circuit for Deutsch’s problem. We show a schematic in Fig-
ure A.2.

Notice that the problem solved is pretty restricted; we don’t know any val-
ues of the function, just the specific answer to the posed question. In particular,
we are given the oracle without knowing it; hence the use of the term “oracle.”
Questions that were not contrived had to wait for Peter Shor [19, 20] (factoriza-
tion) and Lou Grover [21] (search), discussed next.
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10 3 : H : B

Measure

|0)

R [1) |U+R
10 =19 [ L) |1y + 11 [1)]

Figure A2 Quantum program to solve Deutsch’s problem.

The trick of making a non-reversible oracle reversible is the basis for con-
verting classical computing, non-reversible operations to being realizable on a
quantum computer. The cost is adding additional qubits to allow reversion of
the operation. Since this is a polynomial operation, it turns out that quantum
computers have a mechanism to perform classical computations with, at most,
polynomial inefficiency (see Section A.3.3).

A.2.2 Grover's Algorithm

In 1996, Lou Grover announced the second important quantum computing al-
gorithm, a “fast” search algorithm for searching an ordered list [21]. The quotes
on “fast” are because the speed-up is 7ot exponential, it is quadratic. At this
time, there is a decent argument that the quadratic speed-up is not sufficient to
provide a real advantage for quantum computing [14].

Using a classical computer, searching an unsorted list of NV =2" elements
to find a particular element requires /V/2 trials to have a 50% probability of
finding that element. Grover’s algorithm can find the distinguished element
in VN trials with high probability. As an example, trying to brute force a sym-
metric cryptographic 7-bit key with a known plaintext-cipher text pair requires
searching /V =2" possible keys, and so a classical brute force attack is accom-
plished in 277! trials (50% of the time). The equivalent work under Grover’s
algorithm is VN = V2n =272,

The fix for this threat from quantum computing is pretty easy: design
symmetric algorithms with twice the key strength. For instance, AES supports
192- and 256-bit key sizes, which, if one were to apply Grover’s algorithm,
would have a nominal strength of 96 and 128 bits, respectively. AES also is
defined for 128-bit keys, and if Grover’s algorithm could be efficiently imple-
mented, then the effective strength would be 64 bits, which would 7oz be se-
cure. Clearly, the symmetric design community has been taking this threat into
account since the time of the NIST AES competition [22]. It is known that
Grover’s algorithm is optimal for the unordered search problem [23].
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AES and Quantum Computing
To be clear, AES256 is secure even in the event of quantum computing.

A.2.2.1 Grover's Algorithm Overview

Grover’s algorithm uses two ideas. The first is that of a phase oracle, which was
introduced in Section A.2.1, and the second is the amplification trick. We use
a cryptographic context, but the algorithm is general and has many potential
applications. For the key search problem, given a plaintext-ciphertext pair (PT-
CT), we seek the key £* so that CT=E,. [PT].

A.2.2.2 The Oracle

Let I(x): x € = {0, 1} be the indicator function for the solution

I(k)={l if CT=E,[PT] (A.33)

0 Otherwise

This function needs to be implemented in the quantum computer as a
reversible function. Form a unitary operator U, as a phase oracle (we suppress
the ancillary |-) as it is unchanged by the oracle) by:

|x) if CT=E,[PT]

x) Otherwise (A.34)

y-le|j

1R (A.35)

This operator is diagonal, and the diagonals are of magnitude one; it is
therefore unitary and realizable on a quantum computer [7, 9].

We begin with 7 states and put them into the first Bell state: |®); = H|0)
i and then entangle these. The result is a superposition of all 2” states equally
likely. The oracle is applied at this point, and the result is a phase change of -1
if the state corresponds to a correct key (note that there could be more than one
possible keys that work). If a measurement were to occur at this point, the states
would be indistinguishable, as the phase change is not detectable.

A2.23 Amplification about the Mean

Here is where a truly inspired thought came to Lou Grover: amplification about
the mean or sometimes inversion about the mean. After the application of the
phase oracle, the situation is that almost all the states are the same, and at least
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one is different, namely one that corresponds to a key that sends the plaintext
to ciphertext.

For any data, the difference between single-measurement and the mean
is the deviation:

d.:x - xXx=x. —

1 N
: ; EZx, (A.36)

j=1

And so the deviation vector, X — X, can be written:

. 11 1
T=X_X-= _ﬁl oL 1lx (A.37)
11 1
1
111
_ I_N E [1 1 .- l] X (A.38)
1

The matrix 7" is not unitary, so it cannot be realized as a quantum

operation.
However, there is a related idea: rotate the state about a plane that is
orthogonal to the uniform vector (ANNT1, 1, -, 117 and this operator, D, is

unitary. Now, the actual space we are dealing with is complex, and the maxi-
mum sameness state is superposition; that is [+)®”. This operator is an example
of a Householder transformation.”

The operator (M|=1/N[1, 1, ---, 1] acting on a ket yields the average and
hence the “mean” part of the name “inversion about the mean.” The amplifica-
tion is that the same states are slightly above the mean, and the different state,
which is the desired key, is below the mean so that it is changed, while the same
states have relatively less change.

A.2.24 The Algorithm

Thus, the solution to convert the difference in phase induced by the phase
oracle is to rotate about the uniform state. The inversion acts as an amplifica-
tion because it converts the phase difference into a scale difference. The whole
algorithm is:
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1. Start with » qubits in the Hadamard |++ --- +) state, call these the
state, |5). This is the superposition of all possible 7-bit keys.

2. Add in one more state, |-), as an ancillary bit for the inversion about
the mean.

3. Apply the phase oracle, U, to the state. This operation returns a super-
position of whether or not each key value is valid.

4. Loop to apply inversion about the mean D. Each iteration slightly
increases the magnitude of the correct answer.

5. Iterate for a total of 77/4 V27 times.
6. Measure the state: with a high probability this will be the correct state.

7. Repeat as necessary to validate the situation.

The probability of choosing the correct state can be shown to be much
greater than 1/2 so at most a small number of applications is required. That
number of applications does not affect the order of magnitude of the complexity.

A225 Grover Summary

Grover’s approach is known to be asymptotically optimal [23]. This result was
known in 1999 before the competition that defined AES ended.

Caution: Not infrequently, claims will be made that Grover’s algorithm
can be used to solve a variety of problems beyond search. For instance, [18]
makes claims about the applicability of Grover’s algorithm to difficult prob-
lems like the traveling salesman problem. It is true that Grover can reduce
the exponential time by a square root, but the result is still exponential. Most
interpretations of “solving” a problem mean polynomial-time solutions, not
exponential-time solutions. Grover’s algorithm cannot turn an exponentially
difficult problem into a polynomially difficult problem.

A.2.3 Shor's Algorithm and Impacts

In 1994 Peter Shor announced a stunning result at a conference in Santa Fe,
New Mexico, which was later published in the SIAM journal in 1997; it is
now known as Shor’s algorithm [9, 11, 19, 20]. The idea capitalized on an old,
well-known result in number theory, Euler’s theorem (see Section 5.3) and the
quantum version of the Fourier transform. The algorithm yields a very signifi-
cant speed-up on factoring larger numbers, and as such it was the first prac-
tical application that showed the potential of quantum computing breaking
cryptography, namely RSA. Shor extended the applicability of the approach to
the hidden subgroup problem, thus including an attack on elliptic curve-based

cryptography.
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Unlike the situation in symmetric cryptography, where the mitigation is
to increase the key size, the response to Shor’s algorithm in cryptography can
only be to select a new set of problems to base the algorithms on; that is, to not
use the affected algorithms. Hence, the NIST announcement that they intend
to standardize new key exchange protocols and digital signing method, based
on NP-complete problems (see the next section).

The current classical attack on RSA, the general number field sieve [24],
requires O(¢"™) time to factor V. Shor’s method factors in polynomial time by
using a hybrid approach of classical and quantum computing, which represents
a super-polynomial speed-up over the best-known classical factoring algorithm.
Shor’s algorithm is complicated, and we will provide a rough sketch, but the
interested reader should consult any reference on quantum computing, for ex-

ample [8, 9, 17].
A.23.1 AClassical Analog of Shor’s Algorithm
Recall from Section 5.3 that given an integer V, then 7#") = 1 (mod N) for

all m € Z,, where p(!V) is the Euler totient function. In general, the order of
m mod N is the smallest £ with 72# = 1 mod N. Observe that if 7* = 1 mod NV

* * k
and £ is even, then (mz + 1)(7;12 —1) =0 mod /N and so one of[m2 + 1] shares a

factor of V. This observation defines an (inefficient) factorization method. Let

N be the number we wish to factor:

1. Choose a number, m < V.

2. Check to see if 7 shares a factor of V. If it does, reduce /V accordingly,
and continue.

3. Compute the order of m; that is, find the smallest % such that m* =1
mod V.

4. If kis odd, start over with a new .

k
5. If £ is even, then check to see which of [mz + 1] mod /Vshares a factor.

Reduce NNV accordingly, and continue.

This is terribly inefficient, and the bottleneck is finding an index 4 such
that 7% =1 mod NV. Finding such a £ is the same as looking at the function f(£)=
m* and finding values so that £{j) = f(k). This period finding is equivalent to a
birthday problem (see Section 4.1.3). The complexity of a hit is about ONN),

which is the efficiency of trying all the numbers less than YV = 22. This algo-
rithm is less efficient than the number sieve.
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Shor’s insight is that finding the period of a discrete function, given a
list of values (its graph), can be done with the inverse Fourier transform and
superposition can give the all of the values at once in a quantum computing
setting. The complication is that you don't get to read the spectrum off because
any measurement is associated with collapsing state. And so, as in the case with
Grover’s algorithm, and just about every quantum computer calculation, we
need to design the measurement so that the desired, or at least a useful, value is

produced with a high probability.

A.2.3.2 The Quantum Fourier Transform

The classical Fourier transform of a finite sequence indexed i =0, .., N— 1 is
obtained by multiplication of the sequence as a column vector by the N x N
matrix Q = [w%™], where

1 1 . 1
1 CUZ .. a)N71
1
=71t o o e @ (A.39)
1 wN—1 wZ(N—H w(N—l)(N—l)

This matrix is unitary and, therefore, suitable for implementation on a
quantum computer. The values @?® are subject to the usual periodic reduc-
tion w#* = @#*medN which we have not indicated to emphasize the unitary na-
ture of the transformation. Notice that multiplication by Q,, can be made
efficient by an observation of John Tukey [25]. The speedup of the fast Fourier
transform (FFT) is O(NV log V), compared to O(N?) for the naive matrix ver-
sion. The trick is recursive matrix decomposition of (A.41) into two copies of
2, and diagonal multiplication followed by even-odd permutations.

The actual implementation of the Quantum Fourier transform (QFT) is
even more efficient than the FFT, taking O(log N) operations [8, 9].

OFT(|X)) = QFT(Ii: a; |,‘)J (A.40)
=3 @ OFT () (A41)

j=0

Where
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OFT () = 3. o* &) (A.42)

1 &,
=—=) x|k (A.43)
N &R
When N =2" then 7* _ /ei. Ifwej<2Vthenj=x, 2" +x,,2"2+..x
. N 21/
and 2]—” = 0.x,_;%, 5 ...X is a binary number in [0, 1]. After much more tedious

algebra, where one expands £ as a binary representation and realize that the in-
teger part, |, of anything in the exponent is ¢”2™ = 1, the expression reduces to:

OFT((j) =10} + e 1y

i|0> + eZmO.xlxo |1> ®

NG

i|0> + eZmO.xlex |1> ®...

NG

>+eZmO.xb,71xV72...x(,

1

5 0 1) (A.44)

Unlike its classical counterpart, the output of the QFT is noz the full set
of measurements. Instead, the measurement is the probabilistic collapse of the
state. The FFT operates O(¥2") operations, and the QFT operates O(v) opera-
tions. But the output of the QFT only gives a single measurement, not all of
the Fourier coefficients.

In order to get a good estimate of the period, 7 ancillary bits are used and
the measurement is arranged so that the first 7 bits of the period are available.

To actually determine the period from the measurement, a classical com-

puting algorithm, the ironically named quantum period finding algorithm, is

used [7, 26].
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In order to improve the accuracy of the quantum period finding estimate,
the size of the QFT is increased substantially, and in total, O®? + 3v) qubits
are required, which makes the algorithm O(¥?). A number of attempts may be
required to factor a number; the probability of success for each trial is greater
than one-sixth. This includes getting a number of odd order, the failure of the
QFT to yield a proper value, and so on. Thus, 10 trials yield better than a 99%
probability of success.

A3 Post-Quantum Cryptography

The biggest driver for change in cryptography in the early twenty-first century
is the possibility of quantum computing. As we saw in the last section, two
algorithms, Grover’s and Shor’s, pose the possibility of a real challenge to estab-
lished methods. Fortunately, both of these challenges are being answered long
before the threat has been realized. The threat to Grover’s algorithm was quickly
met with NIST’s choice of AES and 256-bit key sizes. The challenge posed to
asymmetric algorithms by Shor’s algorithm has been met with the introduction
of NIST’s lattice-based methods recently (e.g., Kyber and Dilithium), although
some additional niche issues remain, especially for bandlimited systems like
satnav in the area of digital signatures [31]. There is promise in the constrained
digital signature area, and at this time, multivariate-based signature schemes
like unbalanced oil and vinegar are of interest. This section delves into the need
for post-quantum cryptography, the theory that drives choosing post-quantum
algorithms, and brief descriptions of some of those algorithms.

A3.1 Symmetric Algorithms

The main threat posed by quantum computing to symmetric algorithms is
searching with Grover’s algorithm. It has been known for some time that Gro-
ver’s is asymptotically optimal [23]. For the time being, it seems that quadratic
speed-up afforded by Grover’s algorithm will not be sufficient to allow actual
attacks [14]. Nonetheless, it seems prudent to assume that it could occur and to
double the key size. Thus, the use of AES256 seems like a simple standardized
answer.

The one rub on this will be in constrained situations. AES256 uses 14
rounds and AES128 uses 10 rounds; that difference could be significant in en-
ergy density in highly energy-constrained systems. If the information has a short
useful life, then it might be worth considering AES192. The key needs to be in
use, and that includes the life of the data being protected, for much less time
than it would take to break the key.
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A3.2 Asymmetric Cryptography

The threat to existing asymmetric algorithms is based on Shor’s algorithm,
which can factor integers and find hidden subgroups, the core feature of RSA
and elliptic curve cryptography. While the threat from Shor’s algorithm does
not appear to be imminent, it is increasingly likely that it will be realized.

That potential threat of Shor’s algorithm has led to the choosing of re-
placement public-key algorithms. NIST has selected two lattice-based algo-
rithms [27], Dilithium [28] and Falcon [29], and one hash-based algorithm,
Sphinc+ [30] as replacement signature schemes for RSA and elliptic curve sig-
nature (e.g., ECDSA). All of these algorithms have much longer signatures than
are appropriate for signing in-band satnav messages [31]. We do not discuss
hash-based approaches in this book; in general the signatures are larger for hash
based signatures.

An additional round of NIST digital signature competition [32] has
opened with one of the candidates, including several based on multivariate
cryptography, that has the potential to have short signatures [33] at the expense
of (very) large private signing and public verification keys.

A3.3 Complexity Theory

The central question in this section is: What can a quantum computer do bet-
ter than a classical computer? The branch of computer science devoted to such
questions is complexity theory; see [8, 34, 35]. We distinguish between classi-
cal computers, based on Boolean logic, the ones we are all familiar with, and a
quantum computer, which operates using different instructions using the quan-
tum gates as defined in Section A.1. The goal of this section is to introduce
language that allows us to discuss how quantum computers differ from classical
computers in terms of the difficulty of the problems that can be solved.

We first establish that a quantum computer can compute everything a
classical computer can. A classical computer has a small set of logical operations
that define its capabilities. A universal set of gates are operations that any Bool-
ean function can be constructed from [7-9]. Most representations of universal
gates in a classical computer are not reversible: you cannot reconstruct the in-
puts from the output. For instance, the NOT and AND functions are universal
for a classical computer [7]. There is a classical construction, the 7offoli gate
that makes a classical Boolean function reversible, and thus is realizable in a
quantum computer.

The Toffoli gate is a CNOT gate with two control bits (CCNOT). That
is, if the two control bits are both set to 1, then the third value is inverted. Oth-
erwise, there is no change. The Toffoli gate reversibly implements the NOT and
AND functions, and thus implements any classical algorithm.
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This fact means that a quantum computer is at least as capable as a clas-
sical computer. That is not to say that the efficiencies are comparable; limita-
tions like those induced by the no-cloning theorem force radically different
architectures on quantum computers. On the other hand, other features, such
as entanglement, mean that quantum computers have the possibility of signifi-
cantly more capability than a classical computer in some contexts, as we saw
previously with Grover’s and Shor’s algorithms.

Next, we need to define how hard a problem is. A problem is said to be
in class P if solving the problem takes polynomial resources. That is, the time
for the solution grows polynomially with the size of the input; there are also
suitable constraints on the other resources so that one cannot trade, say, ex-
ponential memory for faster time, and so on. The strict definition involves a
deterministic 7uring machine [7, 8, 34, 36]. A problem is in class NP if verifying
a given solution to the problem is in class 7, that is, it takes polynomial time to
check the solution. Since if we can compute an answer, we can check it, class P
is contained in class NP (P < NP, see Figure A.3). The nomenclature is because
this definition is equivalent to the problem being solved by a nondeterministic
Turning machine in polynomial time [34].

For the development of asymmetric algorithms, say for digital signatures,
we need a problem that has the following characteristics:

1. The verification problem is easy (class P);
2. 'The forging problem is difficult (not class P);
3. The signing problem is easy (class P).

Items 1 and 2 imply the problem is class NP, and in order to get Item
3, there is usually a trapdoor where the signer picks parameters that make the
signing easy, and by keeping them secret makes the forging problem difficul.

For example, the problem of determining the factors of a large number is
sufficiently hard for a classical computer, although it is not known if factoring is

e "\

NP
NP-Complete

B

Figure A3 Complexity class containment, assuming that P# NP, it is not known if = BAP c
NP.

BQP
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in class P the fastest known algorithm is in class super polynomial (SP) — grow-
ing faster than any polynomial, but less than exponentially. The number field
sieve for factoring /V grows like ¢V (see Section A.2.3). The RSA algorithm is
based on the difficulty of factoring (see Section 5.4), but it is not sufficiently
hard for a quantum computer (Shor’s algorithm A.2.3). Likewise, elliptic curve
based signatures, like ECDSA, are not adequate to withstand attack by a quan-
tum computer (generalized Shor’s algorithm).

One of the daunting things about complexity theory is the problem of
class containment: when a complexity class D is contained in class C, D c C, we
would like to say that C'and D are different. But proving that the containment
is strict, that is, that the classes are not equal seems to be very hard in many
interesting cases. The above case of P < NP is an example: it is not actually
known if P # NP. In fact, this question is one of the Clay Institute’s. “Mil-
lennium Problems” and #e outstanding problem in theoretical computer
science [37]. This question is usually phrased “Is 7= NP?”

The final piece we need for classical computers is the notion of complete.
We say that a problem, 4, in a class C'is C-complete if every problem e € C can
be efficiently reduced to d. For instance, if 4 is NP-Complete, then any algo-
rithm that solves & can be used to solve any problem in VP with a polynomial
reduction as the measure of efficiency. That is, if you find a polynomial algo-
rithm for an NP-complete problem, then P = NP. NP-complete problems are
the usual intuitive examples of exponentially hard problems.

For quantum computers, we need a different class of problems: bounded
error quantum polynomial (BQP). This complexity class contains problems
that can be solved on a quantum computer in polynomial time with probability
> 1/3. Note that given that bound, we can execute the solution polynomial
times to drive the error probability to a very low value. Informally, BQP is the
set of problems that can be easily solved on a quantum computer:

* It is known that P < BQP;
* It is not known if BQP c NP;

e If P = NP, then most problems are easy, and the way we look at hard
cryptographic problems is wrong.

The relationships are illustrated in Figure A.3.

Assuming that P # NP, then NP-complete problems are good places to
look for hard problems that can be used in cryptography. Another point worth
considering is how hard problems are used in cryptography. The conjecture P #
NP is necessary, but to be practical, we need a zrapdoor function. This is a func-
tion f'that is easy to compute, f'€ P, whose inverse is classically hard f~! ¢ P.
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This statement gets amended to be: We seek a trapdoor function f'that is easy
to compute, f€ P, whose inverse is hard, f~! ¢ BQP.

It is worth saying that an additional problem can emerge if we design a
trapdoor so that we #hink solving the trapdoor is equivalent to solving an NP-
complete problem: it may not be. The issue is often what we think is equivalent
is not actually equivalent. It happens regularly in the initial design of asymmetric
algorithms that there is another method to solve the trapdoor, which, while not
solving the NP-complete problem, solves our trapdoor. In other words, trade-
offs are often made to make the algorithms tractable, and these modifications
may compromise the algorithm.

A3.4 Code and Lattice-Based Cryptography

A larrice A is a discrete set of points in R” closed under addition and multipli-
cation by integers. It is formed from the basis: {4, 6,, ... 4,} of #n-dimensional
vectors, that is, b; € R”as column vectors. We assume that the vectors are inde-
pendent. We then have A = {x:x= Zilail@ fora; e Z.

Lattices have a natural problem associated with them, called the shortest
vector problem. Given a lattice, the problem is to find the shortest vector in the
lattice. This problem is believed to be hard in some cases [38]. The problem is
illustrated in Figure A.4. The problem can be extended naturally to finding the
closest lattice element to a given vector. In general, the theory of lattices is deep,
and even in R? there are connections to, for instance, elliptic functions [39, 40].

A3.4.1 Code-Based Encryption

Lattices also occur in discrete spaces, such as GF(g")= [/, where they are usu-
ally called subspaces. Subspaces given by a set of basis vectors, not necessarily
spanning the whole space, is a linear code. It is known that the problem of
decoding a general linear code; that is, finding the closest codeword to a given
vector, in [ is NP-complete [41]. In 1978, Robert McEliece, working at the Jet
Propulsion Laboratory, developed an asymmetric scheme based on the general
intractability of decoding [42].

The trapdoor for this problem is to start with a tractable code, such as
a Goppa (n, k) code [43], which can correct t-bits of error. Let the generator
matrix for the code be G € [F’e ”. Create two random matr1ces, nonsingular § €
[F"’X’f and and Pe ¥, a permutatlon matrlx, and set G = SGP. The private key
is (G S-1, P1). The public key is the pair @G, 9.

To encrypt a message m, the vector E(m)= ¢ = mG + e is computed; here,
as is traditional in communication theory, m is a row vector. The row e repre-
sents ¢ errors. This message can be decrypted because the original code has the
desired error correction property. But it can only be decrypted by the holder of
the private key.
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Figure A4 A lattice in R2. The shortest vector (S) is [13, -11], and the basis vectors are A=
[46, 118] and B =[85, 95]. An arbitrary vector V/=[120, 52] is noted next to the closest vector
on the lattice, which is at [124, 62].

Unfortunately, the sizes for the (public and private keys, signatures) in
these schemes are very large [44].

A3.4.2 Lattice Cryptography

We now turn to a general lattice A. In the cryptographic setting, the underlying
space is based on finite fields, albeit large ones. The dimensions of the vector
spaces are also large. This vastly complicates many problems, like finding the
shortest vector or the closest lattice point to a vector not on the lattice.

In analogy with general error correction in algebraic coding theory, the
problem of finding the shortest vector in a lattice is known to be difficult. If
one asks for an approximate shortest vector, one can get within 2/ using the
LLL algorithm [45] and do a bit better, although still exponential, using an
algorithm due to C. P. Schnorr [46]. These bounds are as good as one can do
[47]. These estimates are used to calculate the security parameters in developing
lattice algorithms.

The essence is that the problem, Ax = 4 is easy in R” and when the un-
derlying space is z, These can be solved, given A and & for x, via Gaussian
elimination. The related problem Ax + ¢ = 4, where ¢ is an error vector, easy in
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R”, but hard in z, This becomes a lattice problem, because the solution set
will be periodic.

Define AL(A)= {z € Z"|Az =0}, then adding any vector in AL(A) to a
solution of Ax + ¢ = b.

The problem of finding {x, &} is called the learning with errors problem.
Of course, there are details, such as the probability distribution that the errors
are drawn from, among others. One fact that makes this problem interesting is
the result by Regev [48]: the complexity of the average-case problem is, within
a polynomial factor, the same as the worst-case.

A3.4.3 Dilithium

The NIST proposed standard for post-quantum digital signatures includes Di-
lithium [49]. The algorithm is in a finite ring, R, = (2) q[X256 +1] where ¢ =
223 - 213 4+ 1, which is prime, and just over 8 million.

To generate a key, choose a A a # X / matrix, in Dilithium 4 X 4, with
entries in R,. That size is still 1024 x 1024. Choose two secret vectors, s; and s,
and compute = As| +5,, where all operations are in R . The values in s; and s,
are restricted to small, less than v. The public key is the pair (4, #). The secret
key is (51, s,). The signing operation is a bit more complex to explain.

The issue is to avoid leakage, and this is done by masking the computa-
tion in two ways. The first way is to mask the signature by transmitting the
high-order bits of the computation that involves a masking vector y. The second
way is to make a test on the high- and low-order bits of the computation, and
if the two criteria are not met, then a new y is chosen. This latter method is
rejection sampling.

The masking vector is chosen to have coefficients less than y,, and this
is chosen strategically. It is large enough that the eventual signature does not
reveal the secret key (i.e., the signing algorithm is zero-knowledge) yet small
enough that the signature is not easily forged [49]. Then w = Ay is decomposed
into w), high order bits of w and w), the low order bits of w. A ¢ is generated
from w;and a hash of the message. The challenge ¢ is selected with 60 coef-
ficients 1, and the rest zero. And the signature candidate is z = y + ¢5;, but
using this would leak information about ;. So, if ¢s; is too large, then a new y
is chosen and the process repeats. If this test is passed, then the low-order bits
of Ax - ct are checked, and if they are too large, a new y is chosen. The various
parameters are chosen so that the expected number of repetitions is between 4
and 7 [49]. The signature is then the pair (2, ¢); additionally, the size parameters
v and 7, are part of the algorithm’s infrastructure.

The verifier computes w” = Az - ¢z and accepts if all the coefficients of z
are small involving y; and if ¢ is the hash of the message and w; are the high-
order bits of w’.
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Dilithium uses SHAKE-128, NIST’s SHA-3 hash, to generate the entries
of A using a seed p [28, 49], and an additional trick that reduces the public key
by more than a factor of two, adding 150 bytes to the signature. The resulting
public key is 1.3 KB, and the signatures are 2.4K bytes. If we compare this value
to the size of A, which is 4 X 4 X 256 x 3 = 12 KB, the savings are substantial.
Note that the representation of the matrix A is as a 4 X 4 element of Rq, but
when written over Z256 that becomes a 1024 X 1024 matrix, and this matrix is
the one to think of in terms of the lattice view.

Falcon [50], which stands for fast Fourier lattice-based compact signa-
tures over NTRU is another lattice-based signature method based on the short-
est integer solution (SIS) problem [51]. This approach yields a (minimum)
signature of 666 bytes.

However, these numbers are far greater than could be used for in-band
signing of navigation messages [31].

A35 Multivariate Cryptography

The above lattice-inspired methods suffer from needing large digital signatures.
For satnav, we need relatively small signatures to fit in data bandwidth-con-
strained messaging. One possible set of methods is based on the multivariate
problem; unfortunately, this set is promising but, as of the writing of this book,
not mature. Several proposed methods have been broken.

The problem of solving a system of multivariate quadratic (MQ) equa-
tions is known to be NP-complete [52]. An example multivariate quadratic
polynomial in three variables is

=aX’ +bY* +dXY +eXZ+fYZ +gX+hY +iZ+j (A.45)

where the indeterminates are X, Y, X, and the lowercase roman letters (a, b, ...
j) are the coefficients from some field. The zeros of p would be a set of values
for which p(X, ¥, Z2) = 0.

One version of this problem that has attracted much attention is the zeros
of multivariate polynomial equations over a finite field. Even for the case of
quadratic polynomials, this problem is NP-complete [52].

A3.5.1 Unbalanced Oil and Vinegar

Recall the standard idea in asymmetric algorithms is to use a hard NP problem
that can be verified but not solved. The signer can sign because they have access
to a trapdoor.

The evaluation of a system of multivariate quadratic polynomials is easy,
but solving the same system is NP-complete, in general. We thus could use a
system of multivariate polynomials to verify a signature. But we need trapdoor
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for the signer. The answer is to hide a linear problem inside the system of mul-
tivariate polynomials. The trapdoor is how the linear problem is embedded into
the quadratic system.

The signer publishes a system of, hard-to-solve, multivariate polynomials
S; this is the public key. When the signer wants to sign a document, A7, they will
supply a set of values X, for which

0 = S(X) - vec(hash(M)) (A.406)

Here vec(hash(M)) takes the hash into a vector of the same dimension as
the system (e.g., turns it into a byte or word vector).

The verifier can check this easily; it is just an evaluation of a polynomial
system. Given S and a document, the verifier computes vec(hash(/)) and veri-
fies (A.51). If the equation holds, then the document is taken as authentic.

The question then is how to form a signature? We need a trapdoor that
is parametric, so it can be reused, and it has to be at least as hard to solve for
the trapdoor as it is to solve the original problem. This last requirement is why
various attempts to create the trapdoor have failed.

In this structure, problems that can be solved are linear ones; after all, we
can use Gaussian elimination to solve a linear set of equations. The trapdoor is
then how one disguises a multivariate linear problem as a multivariate quadratic
problem.

In the case of unbalanced oil and vinegar (UOV), a set of quadratic equa-
tions is used with a special property. There will be two variable sets, vinegar,
which appears without restrictions in the equations, and oil variables that don’t
appear in any expression with other oil variables. So, the vinegar variables mix,
and the oil variables do not. The result is that the equations are quadratic in
the vinegar variables and bi-linear in the oil variables. The effect of this con-
struction is that if one does a partial evaluation of the system P, on the vinegar
variable, the resulting system, Plvis a linear system in the oil variables. So, we
can solve the system.

We will need to change variables from the set [v, o] to a set, [x, ..., x,,]
where the new equations are quadratic in all variables. The new system becomes
S, the verification polynomials. The signer will need to keep this transformation
secret, and the original set of equations is also secret. These form the signer’s
key.

The public key is the transformed equations, S, and the signature is [¥,
wor X 4] Where S(x 4, ..., ¥ ,,,) - vec(hash(M)) So, the forger is confronted with
a multivariate quadratic system.

The obvious thing to attack is to find the underlying linear system rath-
er than solve the MQ problem. And as several submissions to the first NIST
post-quantum competition on digital signatures have unfortunately shown, it
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is possible to make a mistake here. There were two algorithms, GeMSS and
Rainbow, that made it to the third round and were broken there. The attacks
have so far left the UOV untouched.

Interestingly, the first proposal, in 1988, along these lines, called C* or
Matsumoto-Imai, was broken in 1995, and a counterproposal was made (oil
and vinegar (OV)) in 1997, and that was broken in 1998, too. The third at-
tempt in 1998 by Kipnis et al. [53] has stood the test of time, which is UOV.

The unbalanced comes as the algorithm has a different number of vinegar
variables (v) from the number of oil variables. Thus, the variables are unbal-
anced. They were equal (0 = v), in the first proposal (OV). It seems that secure
values have v = 20 or v = 30.

Multivariate methods are attractive for satnav because the signatures are
relatively small. That convenience comes at the price of very large keys, both
private and public. There have been several attempts to modify UOV, to make
the key sizes smaller, and so on, but most of them have been broken. Will some-
thing like UOV work for satnav? We think so.

A4 Takeaways: Quantum and Post-Quantum

Quantum computing has the potential to be revolutionary in its ability to solve
some problems much faster than classical computers. It is out of the scope of this
book to touch on noncryptographic uses, such as in optimization and machine
learning. Its impact to cryptography is given by Grover’s and Shor’s algorithms.
Grover’s impact to symmetric ciphers can be mitigated by using large enough
keys, such as, AES256. Shor’s impact to asymmetric algorithms is more serious,
since Shor’s algorithm breaks in polynomial time the widely used methods of
RSA and elliptic curve cryptography.

The solution for Shor’s impact is found in post-quantum methods.
Lattice-based methods (and hash-based, which were not described here) are
currently being standardized. Multivariate methods are more applicable to the
needs of satnav, but as yet are not mature.

The question that always arises is when will quantum computing become
a reality? The technical challenges are severe and the field is filled with both
optimism and pessimism. Still, because of the long lead time to update public
standards (e.g., for the internet), the emphasis to be prepared with post-quan-
tum algorithms is both ongoing and justified.

End Notes

1. There are classical computing systems that stretch the two-state model, such as fuzzy sys-
tems [54] and random algorithms [55]. However, implementations of these are deter-
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ministic in the sense that there is a single defined—although possibly varying value. This
situation is not the case with qubits.

One can construct a qubit out of a fermion or a boson; light is a boson. For more infor-
mation on physical qubits, we suggest [18]; and for more programming introduction we
recommend [17].

An alternative view, developed by E. Schrodinger is based in functional analysis, and is
called the Schrodinger picture. These two views were reconciled by realizing that they were
equivalent representations. The models are both representations of Hilbert spaces and are
related in the same fashion that L,[-, 7], the set of square integral functions on [-7, 7]
and /,, the set of square summable sequences are the same (map functions to their Fourier
coefficients, etc.).

The requirement that quantum computer operations be given by unitary operations
comes from quantum mechanics [8, 18, 56]. Very briefly, the evolution of a quantum
system is given as a solution to Shrédeinger’s equation:

ih%|‘1’)=1:]|‘l’>‘{’(0,x)

Where H is a Hermitian operator, which is the Hamiltonian for the system (usually a
generalization of energy). The formal solution to this equation is:

0

“P (t, x)>> =¢h

‘I’(O,x))

which is a generalization of the variations of constants formula [57, 58]. The exponential
of a Hermitian operator is a unitary operator [56, 58].

The quote seems a translation from a letter to Max Born in the 1930s. It is a pithy objec-
tion and consistent with the cited paper. The 2022 Nobel Prize in physics was awarded to
a trio of physicist “for experiments with entangled photons, establishing the violation of
Bell inequalities and pioneering quantum information science” [59]; that is, establishing
that entanglement is a real phenomena. The first demonstration was in the mid-1970s.

The state |<1>+) is one of four maximally entangled Bell state states which are
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[13]

(14]

A Householder transformation is a reflection about a hyper-plane orthogonal to a given unit
vector v:

R =1 2w’

They are used in a variety of signal-processing algorithms.
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